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Abstract—In this paper, the use of antenna array at base-sta-
tion for cellular CDMA is studied. We present a performance
analysis for a multicell CDMA network with an antenna array
at the base-station for use in both base-station to mobile (down-
link) and mobile to base-station (uplink) links. We model the
effects of path loss, Rayleigh fading, log-normal shadowing,
multiple access interference, and thermal noise, and show that
by using an antenna array at the base-station, both in receive
and transmit, we can increase system capacity several fold.
Simulation results are presented to support our claims.

I. INTRODUCTION

HE increasing demand for mobile communication

services without a corresponding increase in RF spec-
trum allocation motivates the need for new techniques to
improve spectrum utilization. One approach for increased
spectrum efficiency in digital cellular is the use of spread
spectrum code-division multiple-access (CDMA) tech-
nology [1], [2]. Despite the high capacity offered by
CDMA technology, the expected demand is likely to
outstrip the projected capacity with the introduction of
Personal Communication Networks (PCN). One ap-
proach that shows real promise for substantial capacity
enhancement is the use of spatial processing with cell site
antenna array [3]-[11]. By using spatial processing at the
cell site, we can estimate the array response vector and
use optimum directional receive and transmit beams to
improve system performance and increase capacity. Such
improved antenna processing can be incoporated into the
proposed CDMA transmission standards. The increase in
system capacity by using antenna arrays in CDMA comes
from reducing the amount of co-channel interference from
other users within its own cell and neighboring cells. This
reduced interference transforms to an increase in capac-
ity. The currently proposed IS-95 CDMA standard al-
ready incorporates a degree of spatial processing through
the use of simple sectored antennas at the cell site. It em-
ploys three receive and transmit beams of width 120° each
to cover the azimuth. Sectoring nearly triples system ca-
pacity in CDMA. While it might appear that even nar-
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rower sectors might yield further capacity gains, simple
planar wavefront assumptions used in sectoring are not
valid for narrow beams that employ large apertures. Sim-
ple sectoring, therefore, suffers from significant losses and
motivates the need for ‘‘smart antennas’’ that adapt to a
dynamic spatial channel seen by the cell site antenna
array.

In this paper, we study the capacity improvement of
multicell CDMA cellular system with base-station an-
tenna array for both the downlink and the uplink. As in
the proposed 1S-95 CDMA standard, we assume that the
uplink and the downlink occupy different frequency bands.
We adopt the Rayleigh fading and log-normal shadowing
model in [12] to model signal level. In this model, the
fast fading around the local mean has a Rayleigh distri-
bution. Due to shadowing, the local mean fluctuates
around the area mean with a log-normal distribution and
standard deviation ¢,, which varies between 6 to 12 dB,
depending on the degree of shadowing. We also assume
that the received signal power falls off with distance ac-
cording to a fourth power law. That is, the path loss be-
tween the user and the cell site is proportional to rt
where r is the distance between user and cell site.

In the next section, we analyze system capacity in
uplink, where each signal propagates through a distinct
path and arrives at the base station with independent fad-
ing. In Section III, we also analyze system capacity in
downlink where all signals received at the mobile from
the same base station undergo the same fading. Next, in
Section IV we present simulation results. Finally, Section
V contains our concluding remarks.

II. MoBILE-To-BASE LiNk

We assume that the cell site alone uses a multielement
antenna array to receive and transmit signals from and to
the mobile. No antenna arrays are considered for the mo-
bile due to practical difficulties in implementing such a
concept. Consider a scenario where there are N users ran-
domly distributed around each cell site at varying ranges.
We assume that the receiver is code locked onto every
user but does not know the direction of-arrival (DOA) of
these users. Each user transmits a PN code modulated bit
stream with a spreading factor (processing gain) of L. Let
P be the received signal power at the cell site, let the sys-
tem noise power (excluding interference from other in-
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band users) be ¢ and, finally, let M be the number of
antenna elements. Assuming perfect instantaneous power
control, the interference from a mobile within a given mo-
bile’s cell will arrive at cell site with same power P. Since
mobiles in other cells are power controlled by their cell
sites, the interference power from such mobiles, when ac-
tive, at the desired user’s cell site is given by [1]

L,=P (rﬁf’>“ sl P- B o))

* re) la@l? *

where r{® is the distance from the i;-th user in the k-th

cell to its cell site, ¥ is a zero mean complex Gaussian
random variable that represents the corresponding ampli-
tude fade along that path and combines both the Rayleigh
fading and log-normal shadowing effects (i.e., || ® || has
a Rayleigh distribution whose mean square value
& {lla®|*} is log-normal; i.e., 10 logy, & {llaP[?} is
normally distributed with zero mean and variance a?),
r is the distance between the same i;-th mobile in the
k-th cell and the desired user’s cell site (i.e., cell site o),
and finally o\ is the corresponding amplitude fade. Note
that in [1], only the effects of the log-normal shadowing
is considered. Note also that since the mobile will be con-
trolled by the cell site that has minimum attenuation §;,
< 1[1].

Fig. 1 shows a desired signal and interference signals
from mobiles within cells and outer cells for both omni-
directional beams and directional beams. Clearly, direc-
tional beams reduce the interference power and boast the
signal to interference-plus-noise ratio. To be able to form
such beams, we need to estimate the array response vec-
tor, or the spatial signature, of the desired user mobile.
Using this estimate of the array response vector, we can
form a beam towards each mobile.

Assuming a narrowband signal model, the M X 1 out-
put of an array of M sensors at the cell site can be written
as

N t— 7
x(0) = ,ZJ] ‘/'i,,\/Fbi,,( [ T J >Ci,,(1 - 7,4,

1)

c ¢t — e, + n(@) 2)

where K is the number of interfering cells, a;, is the M X
1 array response vector for signal arriving from the i;-th
mobile in the k-th cell and we assume that ajfa;, = 1,
c;(t) is the code used by that user, b,(-) is the bit of du-
ration 7T, 7, is the propagation delay, ¥, is a Bernoulli
variable with probability of success v that models the
voice activity of the same user (i.e., a user will be talking
with probability ¢), and n is the thermal noise vector with
zero-mean and covariance

& {n(n*(r)}

K N ¢
+ kgl '§1 ‘hk‘/}_’Bikbik< [

I (=71 3)

t# 7. @)

........ Outside-cell interference , variable power

___ Own-cell interference, constant power
—— Desired Signal
.‘ "’x s

________ Outside-cell interference, variable power
. Own-cell interference, constant power
Desired Signal

Fig. 1. Interference in uplink with and without beamforming.

Equation (3) implies that the noise is both temporally
and spatially white. For the desired user, let a,, 7,, C,,
and b, () be the array response vector, the time delay,
the used code, and the transmitted bits, which are as-
sumed to be i.i.d. binary random variables taking values
+ 1 with equal probability, respectively. The antenna out-
puts are correlated with the desired user’s code ¢, to yield
one sample vector per bit. Without loss of generality, as-
sume that 7, = 0. The post-correlation signal vector for
the desired user’s /-th bit is given by

n
2, () S x()c, (1) dt

t

N
so(Da, + 21 Wi 1, (Da,

K N
+ 2 2 Y (Day, + np(
k=1i=1 %)

where t; = (I — 1)T, t, = IT, and

su(l)=5 ﬁb({ﬂ )co<r>ca(t) dr,  (6)
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t_T,'

T J )c,- @ = 7,)co @) dr,

L0 = S x/I_’b.-a< [
@)

2 t - Ti
I,k(l) = St ‘/Fﬁikbik < [TJ )Cik(t - Tik)co(t) dta
(®)

n

nr(l) = gu c, (On(?) dt. )

In order to combine the array outputs to estimate the
signal from the desired mobile, we need to determine the
array response vector for the wavefront arriving from this
user. In general, in CDMA systems the number of users
will far exceed the number of antennas. Therefore, sub-
space methods of direction-of-arrival estimation (e.g.,
MUSIC [13] and ESPRIT [14]) are not applicable. In [3],
we showed that the array response vector of the desired
mobile a, can be estimated from the pre-correlation and
post-correlation array covariances R, and R, . , where

2020°
R, = &{xx*}

R, = &{z,2]}

as the generalized principal eigenvector of the matrix pair

(R, R, ;). Using this estimate of a,, the post-correlation

antenna outputs are combined via beamforming to esti-

mate the signal from the desired user. The decision vari-

able, which is the output of the beamformer, is then given
by

d,(1)

a;z,()
o) + ny() + np(1) + np(l)

N
LVPb,() + 2 Y L0l

N
§1 ll/iklika;kaik + a:nT(l)' (10)

The first term s,(/) is due to signals from the desired
user, the second term n, is due to interference from users
within its own cell, the third term n, is due to interference
from users outside the cell; both are zero mean, and ny is
due to the additive thermal noise, which is normal with
zero mean and variance equal to Var {n;} = Lo*/M. Ad-
ditionally, we assume that each user’s code consists of a
sequence of L i.i.d. binary random variables taking values
+1 with equal probability. As noted in [15], with asyn-
chronous transmission, random-sequence codes give ap-
proximately the same analytical results for nonrandomly
chosen codes. Under this assumption and using the results
in [15], we can show that the variances of n, and n, are
given by

N
Var {m} = LP 2% ¥, laja, |, an
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K N
Var {m} = LP % 2 ¥y8illala,’.  (12)
These variances are themselves random variables that de-
pend on the voice activity of the users, their array re-
sponse vectors, and fading and shadowing effects. The
faded energy-per-bit to interference-plus-noise densities
ratio can be written as

E, L
N, +1, 42

m)+11+12

(13)

where I, and I, are the interference-to-signal power ratios
due to own cell and outer cell users respectively, and are
given by -

=~
|

N
= 2 y,laza, |, (14)

L

K N
2z vabillala ). (15)
The probability of outage is defined as the probability
of the bit error rate exceeding a certain threshold P, re-
quired for acceptable performance. As noted in [1], with
efficient modems and powerful convolutional codes, ad-
equate performance (BER < 107°) is achieved with Ej,/
(N, + 1) < 7 dB. Let S be the E,/(N, + I,) value re-
quired to achieve the level of performance, then the out-
age probability is

|

P =

Pr (BER > P,) = Pr B _
r( > P =P\ T

o2
This expression gives the outage probability as a function
of the random variables I, and /,. The distribution of the
random variables I; and I, depends on the number of ac-
tive users, their relative distances, their array response
vectors, array parameters, and fading and shadowing ef-
fects. The capacity of the system in terms of maximum
cell loading can be found by finding the maximum N such
that for the required BER, P, will not exceed the present
threshold. To obtain P,,, as a function of N, we need to
specify the array (i.e., the number of sensors, spacing be-
tween them, and their arrangement) to be able to find the
distribution of [la¥a, ||I?, and hence the distribution of I;
and 12.

To simplify the evaluation, we use the following first
order approximation. As we pointed out earlier, the effect
of forming a beam towards the desired user is to reduce
the effective number of interferers to those mobiles that
fall within the beam formed towards the desired mobile.
Since the number of those inteferers is random, we ap-
proximate this effect by replacing the |la¥a, ||* term in I,
and I, by a Bernoulli random variable x;, that has a prob-
ability of success B/2w where B is the effective bandwidth

L
Pr II+I2>_
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and is equal to &{{|a*a,||?}. This random variable rep-
resents the interference activity of the users, i.e., a mo-
bile will cause interference to the desired mobile if it falls
within its beam. In this case, we can write I; and I, as

1

N N
2 dix, = 2 b, 17

L

K N K N
2 X xaBi= 2 2 4,82  (18)
k=1i=1 k=1ix=1

where ¢;, = V¥, x; is a Bernoulli random variable with
probability of success 7 = vB/2w. The distribution of f
= la@I/la®| is given by [12]

du.

o —_2
Pr(f<r)=—l—g exp (~u) (19)

\/; o 1 + r—zlo—Za:u/IO

For a large number of users, the random variable I, (in-
terference due to K - N users) can be approximated by a
Gaussian random variable with mean pu;N and variance
oZN that depend on 7, the degree of shadowing o, and
the number of interfering cells K. We have evaluated the
mean and variance of I, using Monte Carlo integration
considering only the first two tiers of interfering cells (i.e.,
K = 18) and these were found to be given by

w; = 0.5237, (20)
o7 = 0.4630 — 0.2747°. @y

Also, the random variable | has a binomial distribution
with parameters (N — 1, 7). Let L/S — ¢*/PM = §. Since
I, I, and all ¢,, are independent, we can use the results
in [1] to shows that

NN =1
Py =X < G A
k=0 k

. 6 —k — u,~N>
Q <—7'_—a?N (22)

where

1 Sw ~y2/2
x) = — e dy.
Q(x) e y

This equation gives the outage probability as a function
of the number of mobiles per cell that can be supported.
Note that this reduces to the result in [1] when no antenna
arrays are used at the cell site. The results of evaluating
(22) as a function of cell loading and beamwidth are
shown in Fig. 3. Also, simulations to evaluate the accu-
racy of the above approximation are shown in Fig. 5 and
discussed in Section IV.

III. Base-To-MoOBILE LINK

Consider now the base-to-mobile link. We assume a
similar scenario as in the uplink. With antenna array at
the cell site, the cell site must also beamform on the
downlink in order to effectively increase the system ca-

pacity. To be able to form such beams, the cell site needs
to have an estimate of the transmit array response vector
to each mobile. However, in the current standard, fre-
quencies for the uplink and downlink differ by 45 MHz.
In this case, the receive and transmit response vectors can
be significantly different [16], [17]. Hence, reciprocity
between uplink and downlink does not hold and the beam-
former weights used for reception cannot be used for
transmission. A method of performing transmission
beamforming is the feedback method [18], [19], where
training signals, or tones, are periodically transmitted
from the cell site to all mobiles on the downlink. From
the received signal information that the mobiles feedback
to the cell site on uplink, it is possible to estimate the
downlink spatial channel, and thus estimate the transmit
array response vector.

All signals received at the mobile from the same base
station will have propagated over the same path, hence
they will experience the same fading and path loss. There-
fore, we assume that cell site transmits the same power to
all mobiles controlled by that cell site. With this assump-
tion, the power of each signal arriving at the desired mo-
bile from the k-th cell site is given by

lec” 117

e = W=P'B% (23)

where a(” represents the fading and shadowing experi-
ence by all signals arriving-at the desired mobile from the
k-th cell site, and r is the distance between the desired
mobile from its cell site. As in [1], we assume that the
power received by the mobile from its cell site is the larg-
est among all other signals from other cell sites (otherwise
the mobile would switch to the cell site whose received
power is maximum). That is, we assume that

B, <B k=1,--+,K (24)
Fig. 2 shows desired signal and interference powers seen
by the desired mobile for both omni- and directional
beams.

Assuming N users per cell randomly distributed around
each cell site at varying ranges, we can write the received

signal at the mobile of interest as

y t—1,
X, () = ,Z_Jl ‘Pig‘/;ﬁobig( [ T J )Ci.,(t - Ti,)ai,faf,”’

NS o,.kﬁﬁkbik( [t—mJ >

k=1ik=1 T

ot = Taxa® + n@), 25
where n(f) is the background noise received by the mo-
bile, and @ is the transmit array response vector of the
desired mobile as seen by the k-th cell site. All other no-
tations remain the same as in the previous section. The
mobile correlates the received signal by its code to yield
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Fig. 2. Interference in downlink with and without beamforming.

the decision variable

d, = 5,() + m () + m() + np(D)

N
L8, VPb, () + 2 v lalal
o=

K N
* kgl .E‘l aidiaial + nr(D), (26)
where I, is defined as before but with §, instead of 8,
and
12
nr(t) = S \ c,(On() dt. 27)
t
As in the uplink, the first term s, is due to the desired
signal from the cell site to the desired user, the second
term n; is due to interference from the same cell site into
the desired user, which is zero mean, the third term n, is
due to interference from other cell sites into the desired
user, and ny is due to the additive thermal noise and it is
nor;mal with zero mean and variance equal to Var {nr} =
Lo“.

In the proposed CDMA standard IS-95, orthogonal
codes (Walsh codes) are used on the downlink for all users
within a cell, i.e., in the ideal case (no multipath) there
is no cross-correlation between those signals and the in-
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terference due to signals from its own cell site n, is zero.
However, we assume here that there will be cross-corre-
lation between those signals, which represents a worst
case. Hence, similar to the uplink case, we can show that
the variance of n; and n, is given by

N

Var {n} = LP, 2 ¥ llaZal | @9
K N
Var {no} = L 21 P, 2 Yillafall’, 29

and the energy-per-bit to interference-plus-noise densities
ratio can be written as

E, L
Nu +1, 02

F+G1+G2

, (30)

o

where G, and G, are the interference-to-signal power ra-
tios due to their own cell and outer cell signals, respec-
tively, and are given by

G 31

I

N
_ZZ Vi lafal|?
o=

K

f

G, (32)

N
Py
= llaxa®|?
2 2 iy laka

The corresponding outage probability is then given by

o’ L
P,=Pr(BER >P)=Pr(—+ G + G, > ).
P, S

(33)

Unlike the uplink case, the distribution of G, does not
yield itself to analysis (here we have only K independent
fading variables, while in the uplink case we had K - N
fading variables, and when N is large we were able to
model I, as Gaussian). Therefore, we resort to simula-
tions to estimate P,, as a function of cell loading and
number of sensors, from which we can obtain the system
capacity (maximum cell loading) as a function of cell
loading and number of sensors. The results of these sim-
ulations are shown in Figs. 6-9 and are discussed in Sec-
tion IV.

IV. SIMULATION AND NUMERICAL RESULTS

In all of our sirmulations and numerical results, we con-
sider only the first two tiers of interfering cells, which
means that K = 18 cells. We assume that the voice activ-
ity factor v is 0.375. We assume that for adequate per-
formance, the required BER is 10> which corresponds to
E,/(N, + 1,) of 7 dB. We also assume that the processing
gain L is 128. Finally, we assume that o, is 8 dB.

For the uplink, the outage probability was computed
using (22). The results are summarized in Fig. 3. From
this figure, it is shown that by using antenna array to form
narrow beams towards the desired mobiles, a many-fold
increase in system capacity can be obtained. For example,
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Fig. 3. Uplink outage probability as a function of beamwidth. Fig. 4. Actual and approximate beam patterns.

for 0.01 outage probability, the uplink system capacity 10°
goes up from 31 users per cell for the single antenna case a5
to about 320 users per cell if we use an array, such that
we have beams with beamwidth of 30°. Also, to evaluate
the accuracy of the approximation we used, we simulated
the system (based on (14)-(16)) with a cell site circular
antenna array with nine elements and radius equal to A/2
corresponding to half-power beamwidth of 42°. In fact,
the beamwidth was taken to be slightly more than 42° to
account for the interference energy picked up through the
side lobes of the array pattern. Fig. 4 shows the actual
array pattern versus the approximate pattern. In Fig. 5,
we plot both the outage probability computed from (22)
and from simulations, which indicate good agreement be-
tween the simulation results and the approximation. : _
For the downlink, results for the outage probability 10}t 20
were obtained by simulations based on (31)-(33). A cir- N, Number of Users per Call
cular array with one, five, and seven elements and A\/2 Fig. 5. Uplink outage probability: simulation vs. approximation.
spacing was used in the simulation. For all other param-
eter values above, the histogram of E,/(N, + I,) is ob-
tained for each M and N value from 20,000 runs. In each

-
c:

Pr(BER> 0.001)

-
o,
(3

. 3500 T T T T T T T
run, 19 Rayleigh random variables with mean square value : : : : : : :
that have a log-normal distribution with o, = 8 dB are ao00k SR Number of Mabiles per Call, N30, |
generated', and the_ maximum of these is taken to be that - Number of Aray Serisors, M=
of the desired mobile’s cell site. Also, we assume that the 2500 . ___________ N umber,orf.auns, R{zoono __________

mobile is positioned on the boundary between cells, which
represents a worst case situation. Some of the generated
histograms of G, + G, are shown in Figs. 6, 7, and 8. g
The generated histograms are used to estimate the prob- g
ability of outage as function of cell loading and number *
of sensors. These results are summarized in Fig. 9, which

also shows a many fold increase in capacity by using an- 1000 B B EE AL SRS IUERE S
tennas to form narrow beams towards the desired user. : E , :

Note that as we mentioned before, if orthogonal codes are 500 S FEe b e o
used on the downlink and in the case of no multipath, j HHD
interference will be primarily due to outside cell interfer- o - - = ré';'””‘ao = 0
ence and the corresponding cell loading N at which outage Interterance Power

will occur will be larger. Fig. 6. Histograms of G, + G, for M = 1, N = 30.
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Fig. 7. Histogram of G, + G, for M = 5, N = 130.
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Fig. 8. Histogram of G| + G, forM = 7, N = 170

Outage Probability vs. Number of Sensors
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Fig. 9. Downlink outage probability vs. number of array sensors.
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V. CONCLUSIONS

We have studied the capacity improvement for CDMA
cellular communications systems with base-station an-
tenna array for both uplink and downlink. The outage
probability was evaluated as a function of cell loading,
array parameters, fading and shadowing effects, and voice
activity. Our analytical and simulation results show that
there can be a substantial increase in system capacity by
incorporating antenna arrays at the base-station. Our ap-
proach uses spatial processing to determine the dynamic
spatial wavefront at the cell site and constructs a robust
beamformer. Our model, used in this paper, does not in-
clude the effects of multipath which will be presented in
a different paper.
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