
 

Gaussian Elimination LU factorization

Is how solve Ax b Unless know

something nice or horrible aboat A

For todays lecture A is an n by n invertiblematrix

The LU factorization of A produces

a lower triangular henceforth Dar matrix L and

an upper bar matrix U

such that LU A

1 Whence L
2 Pivoting to avoid O
3 Why L

It is easy to solve equations
in S matrices so

once we compute Lard U it is easy to solve equations
in A

Easy count 0ps

where f a gun if 3 C cCz no SH

Ccg u E f u E aglut for all n z no

To compute Ax requires 2h2 n flops floating point0ps

Think of Cny ops to include memory refs branches etc



Forward Substitution solving Lx b

non site HiiL
This says Llull Xlt ble so set Cil DciKaci

L 211 x l t 42,4 14 b z
alia if 4411 0

SO Once we know CD we can set
1s singular

Hat bk Kanti

3 1 Dtd
L 3D HD 431444

flops to compute
l 1 i

Hz 3 l I
G 5 C

x n 2n I are 1 CnY Ga c

So flops to compute x It 3 t 5 t 2n I n
2

from 1st lecture or Cng ops

One way to write this

for I in 1 to n

x i bci
for j in 1 to Li i
Iii in



Another way to write this

keep on boardx b

for I in 1 to n

x il Hill LC i it
for j in iti to nI I xcj x sl lli.it Hit

This code is an operator that multiplies by

Backwards solve solve Ux b

aan UGH aunt

0 UGH UG.nl
i Jt

b

O O UCnihl

Scenething but start with Hnl so also n flops

So to solve Axt solve LUx b by

1 Find y sit Ly b

2 Find sit Ux y

Lux Ly b

Total flops 2h2



why do I call this easy

A has n entries so is time entries in A

the ideal

Multiplying Ax uses 2h2 n flops so is comparable

to multiplication

How do we get Lard U

And why not compute A or E a U

Answers are mostly numerics and ten time it takes longer

To start let's ask aley even compute Lor U

Main goal produce a sequence of operators

T Tie so that x Ti Tal Te H

which write as x To Tao ott b

e g Te I Tz U



Computing L apply operations to A until
it is upper Sar

Elimination making entries of A zero

Idea gradually zero out entriesof A certil is upper
bar

in order Zero out A kill AG h AG c

A 3,4 A 4,21 AGH

Alma 1

Example A 2 Ah All a
A
Acid

subtract A 2 it times first row from second

To avoid changing A let M A and modify U

let OEj be operator or a vector X

that subtracts c xTi3 from xEj3

a cnet.GE i

Oifooij ox X

c
write Oig as a matrix I c to.i

where Ej i is zero except Eli it 1

F 2.4 pg Ejia x XIII ej



Can apply to a matrix U by applying to

each of its columns
M za much

we begin with M Q o µ

Eliminate all entries in first column except Mccall by

for I in 2 to n

c Mci.it UCiii

µ Of o U

In 2nd column eliminate all entries in rows 3 n

fer i in 3 to n

c illich luca 4

µ Of.io M

Ag M i 11 0 fo i 1 at this point

none of those entries change

Full algorithm

A A

F or i in 1 to n 1

For j in Iti to n C so jail
Cig Mci.it MCi.i

Cin's
µ Oo.jo M



me
L t l L

it I tu0

If we store the Ciij then can use them
to solve

linear equations

in O A U

so solve A x b by applyingthese operators to b

giving ur O in o o b

Then solve for

As an algorithm this is

for i in 1 to n 1

for j in ite to n

b O j b BED BIB Ci j bEi

Is same as forward solve in L with

t.ci 4 1 and LCJ.it Ci.j



This is how we build L

How many cops

for i in 1 to n l
42for j in iti to n

apply 0 to N but only in cols ith to n

n il T n so ns ops

why not build L Seems to take Cng ops

Is wasteful and we do not need it

khat to do when Lci 4 0

Pirot Find K sit Cti Ito and

eliminate entries in column i using teth row

Or swap rows Kard i virtually

Instead of L construct PL for a permutation matrix L

A permutation matrix is a matrix P

that is all zeros except for one 1 in every
tow and column

For each I let ITC4 be set P i Hit L

Px HITCH HITCH HITCH

a permutation of x



It is easy to malta vector by P

takes n ops by using formula

P is orthogonal so PTP I P Pt

is easy to apply P

We compute P during the algorithm
and go back and adjust Ciej

at the end

is more work if do it along the way

Example A compute Lu for PTA

p 9 PTA o

But this is not the only problem

what if A E L Is 9 a f I
If e a lo 5 rounding error gives Tl Eo I

and htt E f a very different matrix



So pivot not just when 0 but when small

Try to keep l cud U small

A theorem of Wilkinson says if compute with

precision u

HA E Ell E u Hill Hall

Is a good reason to think about Lard U


