
 

The condition numbers

Measure how output cleanses uher make a small

change in the input

View problem as a function f X

let 8X be small change and

of f Xt DX f X

Absolute condition number at
is

Is Lim sup HSI
a so 110 4 EE 11041

Restrict changes to be small

View d X as measurement error error in input

but also comes from floating point

So we want f X but get fCX tox

From this perspective HOI forwarderror
HOXH backward error

If condition number is large at X

then we better be sure we know X to

high accuracy
Will call such X ill conditioned

Note restricting to small DX is reasonable
but feels arbitrary for some problems



Ex again consider invertible
A

and CA b A b

so fAlberts A beds and

dfa factstests f to A db

kfff HAGI z

z
1105112

HA41

Often consider the relative condition

µ HOH 11 11HAH

HAby
ti 4

For ft it equals ti Hyp

akee y A b

So K E HA II HAH

Can find examples on which this is tight
if db satisfies Kt conk HA IIHdbk and

y A b satisfies HAN HAK KYU



Now lets examine perturbations to A

For simplicity we will fix b for now

Add 8A to A and look at change in solution dy

CA to A y to yl b

Gives Ay Ady day b as OAdy 0 forsmall
SA Sy

A y Ay Ai b

dy A tfAly

KdN e HOAK HA ll Hyll

t.nldyHlTAtlH7l
llyyk

lld ye
HAHHAH

HAH HA II

and this can be tight

See Solomon or Demmel for ar aralySB in A cud b

together

We define KCAL HAHHA'll



Alternate approach
For f IR IRM f Xtc X fCH t OfCHTEX

But what is Of for f IRM

It is the Jacobian the matrix obtained by

concatenating the gradients of each output
of f

j fatal Of A Cm

IF him sap
HfCXe8H If
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him sup Il J.dk
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Norms and the Singular Value Decomposition

theorem proof in a later lecture

F very square matrix A can be written A USUT

where U and U are orthogonal and

S is nonnegative and diagonal

The diagonal entries of Sli Itoi are the singularvalcies

Usually Order so Q Z Ozz a On 20

Rectangular is Ok too Just add zero rows or

columns to make it square

Recall U is orthogonal iff Utu I

Called orthogonal because implies for

it j o ICiist CUTUlliijl UCiiTUC.is

so columns of U are orthogonal

And Ill ilka 1 for all i

Holds iff AUT I because left inverse right inverse
for square matrices

Key property of orthogonal matrices

tx KUHL HAK
because 11UxHi xTUTUx Ix 11 1122



Formulas from the SUD

A US UT UTA UTUSUTU S

AT V5UT Usat

if on O A USU U'S U
V S Ut

and s is diagonal with entries Yo

let U Uu be columns of U

And U Vu be columns of V

A Oi Ui UI a sum of tart 1 matrices

As NiNj 0 for Et's AN j OeceivitNj Oj Uj

tem HAIL 0

proof HAHzzo because KA vill 0 Huck o

Card knife Hulk

For every 115 115 0 1kHz

because 1154k Foix4 e FoixCit e 0.211 112
SO KANE HasVIII llsvtxllzeoillutxk o.lk

z



Core HAIL HATH

E HA th Yon So KCA

Similarly m f4 on 11

Let P be the set of singular matrices

The Min HA Aah on A

Ao EP

proof 1 If HSHz c on A then A A EP

for all Htt 11Ax silk 2 HANK Ksdkbecause 4
z onCA HAIK 0

So is no sit A b x 0

2 Let S OnUnunt

Then A S a UNE has taken I

In particular AL A un 0

And 111112 on

Thenormalized distance dist Aap OnCA l

HAIK KCA



Also holds if measure distance in Halle

recall HAILE ZAG.jp
k

Lem little Ioi
2

proof First observe 11AHe HUTAHe

because HAVE HAL illk ZKUTAC.ci llI

HUAkE

Similarly HAKE HUTAVHF 1151 Foia

Now Min HA Aolle On

Afp
because 111112 Ellstle so part 1 holds

And for tart 1 matrices like onununt

HonUNTIL HonUnville On


