
 

Approximate solutions to systems of linear equations

Approximation error norms and gradient descent

What is an approximate solution to a problem

An answer that is close to correct

Measure close by a distance Ux Ell

for some norm 11 ll

We first think of the Euclidean norm the standardnotion of

Hull uit A
length

2 i

Other common norms are Hulk lucill 1 norm

and Hulks miaxlucill
A norm or

mat norm

for Icp air Houp I lol LP
P
called a p norm

Def Il Il IR IR is a norme if

A Hull 20 for all v

b 11011 0 iff v O

C For CE IR Hc Uk lol Hull

d Hut WH E Hulk Hull for all u W

triangle inequality



Lets check that Il Il and Il Hz satisfy property d

Hutwk I luciltwhill
E lucille Iwcill Hull c Hull

To show Hutwth E Hulk t Hulk will show

Hutwki e Hulk Hulk

CutwTCutule Hulk 2IlullallwkatHulk

NTN t 2ut wt wt w e NTN t 211042kWh t WTw

ut w e Hulk11Wh c The Cauchy Schwartz inequality

So kill is a norm is equivalent to Cauchy Schwartz

Understand norms by earning u sit Kyle 1

t.EE

lWl4e1
Ball Cube

GeneralizedOctahedron

Basic relations

1 Hulks Hulk Hull



proof Hullaf Maf Neil e ul42 Hilli

Kuki Incite I NH't Hilllucill Kelli

The Hull e Tn Hulk Hulk a In Hulks

Proof Let w i Lucill for all I So Hull Hull Iw

and Hulk Hulk

Hall Ew e 111m11 Hulk by Cauchy Schwartz

On 11Wh

Hulk Exit e II Hollis nKullu

For matrices The Frobenius norm Hulk treats

a matrix like a vector HMH Mci.jp

we often use operations like

11MHz Max 11MHz
X to

Measures how much M can increase lengthof

a vector

More later



Consider problem of computing
f X XERm FCHER

Our code might compute
an approximate solution f X

The absolute forward error is HffH I 11

The relative toward error is IHH IHH
THE

scale error by norm of solution



The absolute backward error is

min HE XIl sit f E ICH

The closest problem I whose answer is I

Relative backward

min

thy
sit HEI ICH

E Fix invertible matrix A and let faCbl y Ay b

That is fA b A y b is playing the role of X

If our alg returns 7
forward error is Hy TH

backward error is 1lb A TH

because if I A'T FA 5 I

Advantage of backward error is that

we can compute it

To compute forward error we would need

to know Y



Fast approximate solutions to A b by

gradient descent
Assume A stuare n by4 invertible

Let f x IHAx BHI fCH O iff Ax b

so try to minimize f

fCH I x b
T
Ax b z ATA x bTAx I bib

2 FMX Ext Etb for M ATA and c Atb

note M is symmetric

Lein Of Mx c

proof 0 Ex c because ftp.ZCCilxci cCj

0xTMx Mx because xtux E.MCi.itNikhil

And I MCi.jlxlilxD
D.FI

y MCkiHxCH2t2IZkMfkiilHiHkD

2U Kik Htt 2 Mckim Xi

LIZ M Kilifi Kth component of Mx



when Df O Mx c ATAx ATb

Ax b

because At is invertible

If Of fO move in direction of Of

That is move to I X a fCx for some x C IR

will choose the x that minimizes FCI

For general f this is called a line search

For this problem we can compute it directly

Let g Hk
f I s x agtTNG ag EG ag Itb

I Mx d GTMx tag Ng Ctx dog Itb

Is quadratic in a so can minimize by taking deriv

in x and setting it to zero

Deriv in 2 is

GTM x Eg t aging aging gTfMx c

aging gTg

So set gig
gtMg



And improvement is fCH fk ag

LgTMx d gTc Ix2gTMg

Lgtg Ix2gTMg

Lz g
2 gig

I Tagging
so is positive

To get a nice expression

claim fCH zgTM g
pref g ATA x Atb NGATA M A CA'T

so gtm g ACT g THAT g

fax IT fax b 2fk

So write f x HEY
ging gTMgT

Oi text full fgtfhg.gg

f g hat and HIT t



so file fan l Hatala
Next lecture we will show KATIE HAKI

and define KCAL HAHHA Hz

to be the condition number of A

If start with Xo and let it be result of t iterations
t

f Calef I k 1

Cfto exp Ita as 1 ze expCH

This algorithm is fast if KCA is small

operations per iteration non zeros in A

Standard alternative is Gaussian elimination

which takes time n3 or na 37

Note The Conjugate Gradient is on improvement

of this algorithm that makes improvement

like I
t
which is much better

Bounds for these are usually stated in terms of KLM KCAL


