



































































































































MaxCat We will use convex programming
linear programming over semidefinite matrices
to get a O 878 approximation of maxcat
This is a famous result of foemars Williamson

Input graph G UE
For SCU define cutG Could sit I Eab3nsI I

Maxcut CA mast cuts
or

E

g
manat G 4

f p

In our previous notation cut OG

Easy results first Define m IEL

Lend Max cut G 2m12
proof Consider choosing 5 uniformly at random
Pr a c S L for every a EU
For each edge aid
Pr art COCS A a cSaid bets tPr actsandBES

t t t Iz
so Escatch E.meIIlaiHEocsD 72

As Max 2 average F S sit cat s zMk






































































































































Can turn this into an algorithm But theres
a simpler algorithm

Let's describe it in terms of IT vector where or 14

localsearch
start with any XE 13 like I or random
while Fa St Hay E x b 0 most neighbors on

b ads CE same side

Cat X a

Return or s a Kal 13

Idea if moving a into or out of S increases the cat
do it

Claim cut Sx I Kaleb

proof xcalHD L if E 0 Sx
O W

Claims If I is vector after moving 9

cut sq cut sat x a I b
f Cadd EE
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Can turn this into an algorithm But theres
a simpler algorithm

Let's describe it in terms of IT vector where or 14

localsearch
start with any XE 13 like I or random
while Fa St Hay E x b 0 most neighbors on

b ads CE same side

Cat X a

Return or s a Kal 13

Idea if moving a into or out of S increases the cat
do it

Claim cut Sx I Kaleb

proof xcalHD L if E 0 Sx
O W

Claims If I is vector after mowing a

cat Se cut sat xCa 2 b
f Cadd EE



cut SH O cutCSH I

tend local Search terminates and returns
x with cat a Mz

proof Claim 2 implies cut Sx increases by
at least 1 at every step
then algorithm stops Va Z Kal HN E O

b Cait EE

catch I Hal HH E t.cagEEalHH

and T.ge aHbl EaEuZxCalxCbl E Ob lait EE



How to do better
Goemars Williamson 95 relax a E I

replace with

NaElRnillNafI1XCa7xCbI
UaTNbcaEgeetNalHbls

Tggc.e VatNb

Solve the vector problem
UP E Max I 1 NatNb St Hwa112 1

Cacb EE

Na
E

Ht i
D DUb

I I 1 NatNb 4 52 maxcat E 42 Cacb EE

l We can turn the solution into an approximate
solution to maxcut

2 We can approximately solve UP in polynomial time



Claire VP E Z Max cut G

proof consider Na U Hat for any unit vector U
Now NatNb Xca x b

But we can choose Na differently and get
a larger value

To round vectors Na Nn into I ti Hut
choose a tardom unit vector u

set xCaI I f ut Naz 0
I O W

is equivalent to use Gaussian random u

Claire Pi laid cNsx Fang Va Nb
proof First look at the 2D case

Ya Ya Ya

I uTNb O
UTNa O

Ya

both sliceshaveargleOutNa O uhh i
utu o atNa



In general project u to span Va Nb andapply
this analysis

Claim5EucutCSxI iF TZee.acos Natus

proof NatNb cos O so a cos Natus

claim min tacosCt
1st e 1 TEY

Z 0.878

theorem EucatCSxlZ0.878
maxcutCE1proofEucutCSxlziF

TZee.acos Natus

Z 0.878 I 21 NatNb
b EE

0.878 UP G
ZO 878 maxcat G

p.noofcCaim6l
Change variables to t cos o

Set derivative in 0 to 0
Find minimum where coscottosincot I



or 2 plot it

3 Use the plot to derive the bound see GW

here ratio is convex
So use a supporting
plane toget a lower
bound

here Tatoz 1



How to solve UP

u.tnqxntzj4g1 UaTNbst.UaTNa 1 for alla

This problem is linear in the Gram matrix

M aib NatNb M VTV where U µ Yu

problem becomes Max E 21 Mlab s t Ula a L the
b EE

and M is a Gram matrix

Claim
M is a Gram matrix iff U is positive semidefinite

proof M UTU 3 I Mx HUTUx 30 ft
and if M is psd can find a Cholesky Factorization

µ LLT
so U is the Granmatrix of f LT

So solve
maxtz Fgeef Ulacbls.t NEO Uca a L Ha

Cholesky factor M L LT
X sign UTU for a random vector U


