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Abstract The routing of traffic between Internet domains, expected global anomalies, including route oscillations o
or Autonomous SystenfdSes), a task known asterdo-  overall protocol divergence (seeg, [24]). Networking re-
main routing is currently handled by the Border Gateway searchers have addressed this problem by devising constrai
Protocol (BGP) [21]. Using BGP, ASes can apply semantints on policies that guarantee BGP convergence without un-
cally rich routing policies to choose interdomain routes induly limiting expressiveness and autonomy (se, [9,

a distributed fashion. This expressiveness in routingepol 11]).

choice supports domains’ autonomy in network operations In addition to taking this engineering or “protocol-
and in business decisions, but it comes at a price: The irdesign” approach, researchers have approached intendomai
teraction of locally defined routing policies can lead to un-routing from an economic or “mechanism-design” point of
view. It is known that lowest-cost-path (LCP) routing can be
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1 Introduction tice, many ASes do not use it [1]. Thus, it is natural to ask
whether more expressive interdomain-routing policiesiadm
1.1 Interdomain routing truthful, BGP-compatible computation of routes and pay-

ments. Previous work on this question was discouraging,
The Internet comprises many separate administrative domg@roducing only negative resulise., proofs that various nat-
ins known asAutonomous Systeni&Ses). Routing occurs ural classes of policies did not admit such computation; we
on two levels, intradomain and interdomain, implementedjive pointers to some examples in Subsec. 1.4 below.
by two different sets of protocols. Intradomain-routingpr In this paper, we continue the work begun in [4] and give
tocols, such as OSPF [19], compute routes within a singléhe first positive result along these lines by exhibiting & na
AS. Interdomain routing, currently handled by the Borderural class of routing policies strictly more general tharFLC
Gateway Protocol (BGP) [21], computes routes between diffor which routes and payments can be computed in a truth-
ferent ASes. For many years, interdomain routing has beeful, BGP-compatible manneA fortiori, we exhibit such a
studied by computer scientists from an engineering or “proelass for which BGP itself is guaranteed to converge and is
tocol-design” perspective, and, more recently, it has beeimcentive-compatible.
studied from an economic or “mechanism-design” perspec-
tive as well. Combining algorithmic and economic consid-
erations in the study of interdomain routing is very natural | » Routes and Policies
because the many separate domains that make up the Inter-

net really are independent economic agents that execute\ge now give a short and informal explanation of the inter-
distributed algorithm in order to choose routes. domain-routing problem so that we can state our main re-
In their seminal paper [20], Nisan and Ronen gave th&ults in Subsec. 1.3 below. The problem is presented more
following formulation of interdomain routing as a mechan-formally and in considerably more detail in Sec. 2.
ism-design problem: Each AS incurs a per-padast for An interdomain-routing instance consists of&® graph
carrying traffic, where the cost represents the additiaad | G and a set ofouting policies In the vertex set o6, there
imposed on the internal AS network by this traffic. To com-aren source nodeg1,...,n} and adestination node @
pensate for these incurred costs, each AS is giv@aya {1 ... n}, each representing an AS. Each sourceiAfs
mentfor carryingtransittraffic, which is traffic neither orig-  a routing policy, in part given by a real-valued functian
inating from nor destined for that AS. It is through thesedefined on the set of routeke(, simple paths) froni to d
costs and payments that consideration of “incentive comin G. The value that source AiSassigns to rout® captures
patibility” was introduced to the interdomain-routingiina-  the desirability, fromi’s point of view, of packets’ traveling
work, which, as currently realized by BGP, does not explicfrom i to d alongR. For example, in an instance of LCP
itly consider incentives. The goal in [20] was to optimize th routing,vi(R) = —cost(R), for all i andR.
use of network bandwidth by routing packets aldogest- In a path-vector routing protocolof which BGP is an
cost pathLCPs) and to do so with &uthful mechanism  example, a confluent tree of routesttés built up, round by
that can be computed polynomial time Nisan and Ronen  yound, as nodes passute announcements their neigh-
observed that the Vickrey-Clarke-Groves (VCG) mechanpors. In round 1, the process is begun by the destinatjon
ism, well known to be truthful, solves the LCP mechanism-yhich announces its existence to its neighbors; each neigh-
design problem and can be computed in polynomial time. Korj of d now has a route to the destination that consists of
Many researchers have followed up on Nisan and Rothe one link(i,d). In subsequent rounds, a nodidat has a
nen’s original work, including Feigenbaum, Papadimitriou routeR to d may announce oexport Rto a neighborj; if
Sami, and Shenker [4], who showed that lowest-cost pathsodej does not appear iR, thenj at this point has a route
and VCG payments could be computed in a “BGP-compatithroughi to d, which we denote byj,i)R. It is important
ble” fashion,i.e., computed by a distributed algorithm that to note that need not informj of every route tad that it
requires fairly small modifications to the (already univer-knows about; if it does not expoR to j, theni is said to
sally deployed) Border Gateway Protocol. havefiltered Rwith respect toj. As the protocol proceeds,
Although it was viewed as a step forward in our under-each ASindependentlichooses from the routes that have
standing of the interplay of engineering, algorithmicsg an been announced to it, and the hope is that these choices will
economics in interdomain routing, the work in [4] was by converge on a stable tree of routesito
no means a fully satisfactory solution. In particular, ofie 0 From a mechanism-design point of view, a natural goal
the valuable features of BGP is that it allows ASes to chooses a path-vector routing protocol that buildslfare-maxi-
interdomain routes according to semantically rich poficie mizingrouting treesj.e., those for which the sum, over all
that meet their operational and business requirements; LC8urce nodeis of the valuations;(R;) is as large as possible,
routing is just one example of a valid policy, and, in prac-whereR is the unique route fromto d in the final tree.



1.3 Our Results no customer-provider cycles, i.&.no AS is an indirect
customer of itselfNo dispute wheethe third constitu-

In this paper, we show that welfare-maximizing route com-  ent property of our sufficient condition, is a well studied

putation is feasible for routing policies that are more ex-  generalization of the Gao-Rexford constraints [13].

pressive than LCP. We identify three properties that togreth

form a sufficient constraint on policies to permit the com-  Conversely, we show that, if any of these three properties

putation of welfare-maximizing routes by any path-vectordoes not hold, therice of anarchyj17]—a measure of how

protocol (including BGP): far the computed routing tree is from welfare-maximizing—

. . . for path-vector routing is unbounded.
1. Policy consistencyThenext hopof a route is the source P g

AS's immediate neighbor along that route. An AS has One important implication of our sufﬁaentlcondmon is
L . that ASes cannot do any better than executing BGP, pro-
a next-hop policyif it chooses among available routes

N ) vided that valuation functions are non-negative (or, equiv
to a destination based solely on the routes’ next hops. L2

. . . ~alently, that ASes always prefer participating in the resul
Next-hop policies capture an essential feature of inter:

domain routing as it is currently done: An AS cannot'9 routing tree to not partic?pating i_n 1. In su_ch cases,
control packet forwarding beyond the neighboring ASpayments are not needed to incentivize AS patrticipation in

to which it initially sends the packets. For this reason,L(;lJetgec(;)ggL:ltatlon (see [7]). Indeed, no changes to BGP are

many researchers have studied next-hop policies in or- ) . -
In some cases, it may be necessary to incentivize ASes

der to gain insight into the behavior of interdomain pro-t ficinate b \q them: f le. “backb
tocols [6, 13, 24].Policy consistengyone of the three 0 participate by paying them, for example, "backbone car-
" that are in the business of carrying transit traffie be

propertiesthattogethercompriseoursuf‘ficientconditior{IerS local network dtob id to d Equi
forwelfaremaximization,isageneralizationofnext-hopWeen ocal Networks may heed to be paid fo do 0. Lquiv-

policies. Note that, although next-hop policies have beer"illently’ vetlluat{/(:/n fgncnons r-r;ay a53|g|;tnf net(ﬁgtlve valtl)Jes to
a natural and fruitful topic of research, they are not suffi->0Me routes. Ve give a positive resutt for this case by pre-

cient for practical use; it has been shown that unc:oordi?'em'm:]I me flrl_ségxarr&ptlﬁ ct)f 3 Cl? SS of p?hmes that tl'?)lmorz
nated and unconstrained local configuration of next—ho;%%nsra ant'bl an tat'a mf' ;’ '?r? en |;/e—corgpa ole a[] i
policies can produce route instability [13, 24]. -compatible computation of both routes and payments.

2. Consistent filteringAs explained in Subsec. 1.2, ASes next-hop policies that obey the Gao-Rexford conditions. We
’ use the term “BGP-compatible” to mean that the protocol

need not announce to their neighbors all of their knowr‘has the same basic structure as BGP and that it is space-

routes to a given destination; instead, an iA8ay en- o . X . .

gage in expgrt filtering with respect to its neigh}t/jdcuy efficient, in that it requires only a modest increase to the

not announcing a routR to |, i.e., not offering toj the storage requirement of the standard BGP; the protocol that
. we present does, however, require the enhancement of BGP

option of sending traffic tal along the routéj,i)R. In o - s
order to guarantee welfare maximization, we do not aI_W|th signature and payment capabilities. This is conststen

low ASes to engage in arbitrary export filtering. Specif—Wlth the use of “BGP-compatible”in [4].

ically, the second part of our sufficient condition is that, 1 1€ Policy-consistency, consistent-filtering, and no-dis
for all pairsi and j of neighboring ASesi filters con- pute-wheel properties are presented in detail in Sec. 3. Our

sistentlywith respect toj, meaning that it only filters algorithm to compute routes and payments is presented in

out routes that it values less than those it announces: If>€¢
does not announce rouieto j, thenv;(R) < vi(Q), for
all routesQ thati does announce tp

3. No dispute wheelGao and Rexford [9] proposed con- 1.4 Related Work
straints on policies that guarantee route stability with-
out global coordination. They assume that two types offThe networking-research community’s study of BGP was
business relationships exist between neighboring paifsegun by Varadhaet al.[24], who showed that completely
of ASes:customer-providerin which one AS purchases unconstrained routing policies can resultpirotocol diver-
connectivity from another, andeering in which two  gence, i.e.protocol executions that do not produce a sta-
ASes agree to carry transit traffic to and from each othble routing tree that all source ASes would continue to use,
er's customers.g, to shortcut routes through providers. given the alternative routes available to them. This funda-
These relationships accurately represent today’s conmental observation led to the formulation of stable routing
mercial Internet (see [16]), and they naturally induceas an NP search problem[13], the formulation of path-vector
route preferences. Gao and Rexford formalized thesprotocols as a distributed-computational model [12], doed t
preferences (we review the formalization in Subsec. 4.1%earch for constraints on policiesg, the Gao-Rexford con-
and proved that they induce stable routing if there arestraints [9] and generalizations thereof [8], that guarant



BGP convergence. Griffiat al.[11] provide the most gen- 2.1 Welfare-Maximizing Route Allocation
eral formulation to date of path-vector protocol propertie
and inherent tradeoffs among them. These and other works the interdomain-routing problem, we are given an AS
by the networking-research community formulate the ASesgraphG = (N, L) that describes the network topology. The
policies as ordinal preferences on available routeB:ahd  set of nodes\N corresponds to the ASes in the graph. Be-
Q are routes available to source ASheni’s policy deter- cause routes are computed independently for each destina-
mines whether it preferR to Q or vice versabut does not tion, without loss of generality, we assume tiatonsists
assign numerical values RandQ. of n source node$l,...,n} and a destination nod: The

As explained in Subsec. 1.1, Nisan and Ronen [20] forSet of linksL corresponds to connections between ASes. Let

mulated the interdomain-routing problem as a mechanisnf= © 2" be the set of alsimpleroutes {.e,, routes with no
design problem, and Feigenbaten al. [4] added to this 100PS) fromi todin G. . _ .
formulation considerations of distributed computationian ~ An instancel = (G, &,7’) of the interdomain-routing
BGP compatibility. The mechanism-design formulation enProblemis defined by an AS grap®, a set ofpermitted
tailed the generalization from policies that capture catlin foutesZ(i) = P' c L' for each nodé € [n], and thevalua-
preferences to those that capture cardinal preferences. F&Pn function”’(i) = vi : P' — R of each node. Every sét
the LCP case, welfare-maximizing, incentive-compatible a cONntains the paths itf that are not removed from consider-
gorithms were obtained in both centralized [20] and dis-2tion by eithet itself ori’s neighbors. Every valuation func-
tributed [4] computational models, leading naturally te th tion Vi specifies the “monetary value” of each roke P
guestion addressed in this papee, whether such algo- from.nodel.We assumethavt_(@) =0,i.e, noroute is worth
rithms could be found for more general classes of routing'©thing, and that, for all pairs of rout& andR, through
policies. This question was answered in the negative for gerifferent neighboring nodes;(Ry) # Vi(Re), i.e. there are
eral policy routing [6], “subjective-cost” policy routirjg], ~ N° ties in valuatloné.Th_e routing policy of each. node is
“forbidden-set” policy routing [3], and unconstrained hex thus captured by; andP": The only routes considered for
hop routing [6]. More precisely, it is shown in [6] that wel- &€ those |rP'_, and prgference among these routes is given
fare-maximizing routing trees for unconstrained next-hog?y the valuation function;. _

policies can be found by a polynomial-time centralized al-  1he goalis to allocate to each source noden| a route
gorithm but not by an efficient distributed algorithm. As ex- R € P'. The resultingroute allocation § = {Ry, ..., Rn}

plained in Subsec. 1.3, we present herein the first positivehould form a confluent tree to the destinatirfurther- -
answer to this basic open question from [4, 20]. more, we are interested in route allocations that maximize

the “total social welfare” of the nodese., we want to find

After our results were presented in preliminary form [5], P allocation satisfying

Feigenbaum, Schapira, and Shenker [7] used our main reSL?I
to prove that BGP is incentive-compatible even in the Press _ _ama A w(R)
ence of coalitions of manipulating nodes. Levin, Schapira, ¢ — IMAX—(R,....Rn) i; A

and Zohar [18] showed that following BGP may not be in-

centive-compatible under the simpler assumption that th . ) L ) i
P P P gy attempting to incentivize truthful behavior. In partiay

Gao-Rexford conditions hold but that following a “secure” _ ) .
version of BGP (in which nodes cannot lie about the presfg1 nodel may have to b_e given some paymeyilly) for its
ence of nonexistent routes) is incentive-compatible unde(;ontrlbutm.n to the.r.outlng tre‘e‘d. , i
Gao-Rexford. Goldbergt al.[10] showed that the security We define thaitility functionof each node, u; : [1; P —
property in [18] may not suffice to prevent lying during route R, 10 beui(Tq) = vi(R) +5(Ta). Although the global goal

computation when nodes’ utilities are based on the amoun$ {0 maximize the total social welfare, every rational node

of traffic they transit on behalf of others in addition to the would only be interested in maximizing its own utility, even
route they are assigned in the final routing tree if this comes at the expense of not achieving the global goal.
' An algorithm (protocol) igruthful if it is in the best interest

of each node to reveal its true valuation function to the al-
gorithm. An algorithm isncentive-compatibléwith respect
to some notion of equilibrium) if it is in the best interest

Incentive compatibility is introduced into this problem

2 Technical Preliminaries 1 This assumption is consistent with BGP and the model of dister

main routing in [13]: Because at most one route can be iestail a

We begin this section by formally defining the interdomain-routers forwarding table to each destination, nodes haveesdeter-

. i . ministic way to break ties.g, based on the next hop’s IP address; so,
routing problem and providing some useful notation. Wevaluations can be adjusted accordingly to match this. Hewd&ecause

then review the Border Gateway Protocol (BGP), the stangpy one route per neighbor is considered at a time, tiesliratian are
dard protocol used for interdomain routing today. permitted for routes through the same neighboring node.
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Fig. 1 Route computation using BGP.

of each node to comply with all the algorithm’s instructionsthen followsR to the destination. We call this axtension
(with respect to the same notion of equilibrium); compli- of R(toi). If j andk are intermediate nodes on a ro®eve
ance includes, but is not limited to, providing truthful utp  denote byR}; \j the subpath oR from j to k.
of valuation functions. Throughoutthis paper, we will consider sub-instances of
A distributed model such as ours poses an inherentlyhe interdomain-routing problem obtained by removing one
different challenge for the design of incentive-compatibl node from the AS grapt®. For every nodé, we denote by
mechanisms (see [4, 22]) than a centralized one. This is b& ' the subgraph o6 that contains all nodes iN excepti
cause the computation is performed by the strategic agenéhd all links inL except those participates in. We can now
themselves and not by a reliable third party. In this paper, wdefinel ' = (G™', 7', 2 to be a sub-instance of the origi-
focus on achieving incentive compatibility &x-post Nash nal interdomain-routing instandein which theASgraph is
equilibrium which has been argued to be most appropriG—' and, for each nodg#i, 2'(j) = {Re 2(j) | i ¢ R},
ate for distributed-mechanism computation [22]; using thi i.e., any route containingis removed from the permitted-
concept enables the consideration of several forms of raoute set of, and?”(j) is ¥ (j) restricted to the sub-domain
tional manipulation other than lying about inputs (see Sub%?'(j), i.e,, the valuation of a permitted route in' is iden-
sec. 4.4.2 for a detailed discussion). tical to the valuation of that route ih We denote b)T(fi a
We are interested in efficient, distributed, and incentivewelfare-maximizing route allocation for.
compatible welfare-maximizing algorithms for the interdo
main-routing problem. We require our algorithms to assume
no prior knowledge of the nodes of the topology of the net-

work. 2.3 Overview of BGP

The Border Gateway Protocol (BGP) [21] belongs to the
2.2 Routing Notation family of path-vector protocolsthe abstract properties of
which were studied in [12]. A sketch of how BGP computes
First, we present some notation for the representation gbutesis shown in Fig. 1. The basic idea is that a routing tree
routes. Asimpleroute is a finite sequence of consecutiveto a given destination is built, hop-by-hop, as knowledge of
links from a source node to the destination node that conow to reach that destination propagates through the net-
tains no loops (cyclesAll routes in this paper are simple work. Communication between nodes takes place through
unless stated otherwis#/e say that nodgis in routeR (or ~ update messagéiat announce chosen routes.
writei € R) if i participates in one of the links iR. The process is initialized when some destinationd\S
If Ris a route fromj (its sourc to the destinatioml,  announces itself to its neighbors by sending update mes-
andi is a node that is not iR and is adjacent tp in G, we  sages. Then, each nodéeratively establishes routes tb
denote by(i, j)R the route that ha§, j) as a first link and  by:



1. importing, via update messages, routesl tthosen by i.e, the routeR; allocated to each nodas the most highly-
neighbors$ and storing the routes inrauting tablg valued route consistent with the routes allocated to nisde

2. choosing the best route fronto d (through a neighbor neighbors.
of i) among those available in the routing table based on
local routing policy; and

3. if there is a change 1 best route, exporting the newly
selected route to all dfs neighbors using update mes-
sages

At any given time, each node’s (internally stored) routing
table contains the route updates received from its neighbor, .
and each node is assigned at most one best route based orgIen = stabIeTZT?Rl,...,Rn}i;Vi(Ri)
its policy. (A node may not have a best route if it has not yetoe the minimum total social welfare obtained by a stable
received any updates or if its neighbors hawgndrawntheir routing tree, and let
routese.g, because of network failures). We assume that the ’
network is asynchronous; so, it is possible that the networ{?\,opt: max C Vi(R)
delays the arrival of update messages along selective links Ta={Ru,.-,Rn} i;

Path-vector routing has several advantages. First, as thg, the maximum total social welfare (over all routing trees)
only routes considered are those announced by neighb0|=;s|,]epriCe of anarchyof path-vector routing ohis VM
the protocol enforces that the route choices form a confluent selfish

tree. Second, each node is able to maintain its autonomy biP design a welfare-maximizing path-vector protocol—a
making its route choice based on local, expressive routin§iStributed protocolin which decisions are made locallg an
policies. Third, changes in the network due to the additiorr€!fishly—we must find conditions under which the price of
or subtraction of nodes or links can be announced througn@rchy is 1. We develop such a condition in the remainder
update messages, and routers can use alternate routes std?Ethis section.

in the routing table to adapt quickly. Fourth, because entir

paths are announced, nodes can check for loops and exclug'el Policy Consistency

them from routing tables.

Because BGP is currently the standard protocol for Interg,, interdomain-routing problem is an optimization prob-
net interdomain routing, we desire algorithms thatB&P- ey in which each node assigoardinal preferences to the
compatiblei.e., that can be implemented using only small gitferent routesj.e., the magnitude of valuation difference
modifications to BGP; in particular, we are interested in alyyenween routes is meaningful. However, BGP’s local decis-
gorithms that can be implemented using a message strugsn_making finds a stable route allocation basedatinal
ture similar to BGP and that operate without a Sig”iﬁcampreferences at each node—although operators can assign in-

However, a stable route allocation that is reached by lo-
cal, selfish decision making may not be welfare maximizing.
Theprice of anarchy17], formally defined as follows, mea-
sures how bad selfish computation can be.

Definition 2 In an instanceé, let
n

increase in the size or number of messages. teger preferences to each route, only the rank ordering in-
duced by those preferences at each node is relevantto BGP’s
3 A Sufficient Condition for Incentive Compatibility decision process. This does not suffice, because the value of

BGP’s allocationj.e., the sum of the each node’s valuation

Path-vector protocols like BGP function much like an iter-of the route assigned by BGP, can be much lower than that
ative game, because, at each step of the protocol, ASes et the optimal route allocation (that maximizes that sum).
amine the routes chosen by their neighbors and make local Fig. 2 shows an instance for which this is true. Assume
decisions as to which routes are best. Convergence to sorfle> 0. Observe that the unique stable route allocation is
equilibrium is thus an implicit goal of the protocol. We say {1d,2d,31d,431d}. However, the optimal route allocation
that a route allocation istableif no node prefers changing is {1d,2d,32d,432d}. This allocation will never be cho-
its allocated route to a different route that follows onetsfi Sen by local decisions, because node 3 would prefer rout-
neighbors’ allocated routes. A stable route allocationtman ing through node 1, a route that is always available for it to
regarded as a Nash equilibrium. choose. The price of anarchy in this example; g},—ga, is
thus arbitrarily large.
To overcome this problem, we introduce tpelicy-

o consistencyproperty, which helps to ensure that the opti-
Vi(R) = argmax; jr;cpi | (i,j)eLnigr; Vi[5 DRy); mal route allocation is stable. Informally, a nade policy-

2 Some neighbors may refuse to announce particular routes. consistent with an adjacent noglé there are no two routes

3 Again, nodes may not announce certain routes to certairhneig 10 d starting with(i, j) such that andj disagree about which
bors. route is more preferred.

Definition 1 A route allocationTy = {Ry,...,Ry} is stable
iff, for every nodei,




v4(432) = 100+ o
V4(431d) =99

v3(31d) = 100

(32d) = 99
vy (1d) = 100 vz(2d) = 100
v1(132) =0 v2(231d) =0

Fig. 2 A routing instance without policy consistency.

Definition 3 Leti andj be adjacent nodes @. We say that
i is policy-consistentvith node j iff, for every two routes
Q andR permitted atj with extensions permitted at(i.e.,
{Q.R}t c PP and{(i,)Q, (i, )R} C P'):

if vi(Q) > vj(R), thenvi((i, })Q) > vi((i, J)R).

Definition 4 An instance is policy-consistent (“policy con-
sistency holds”) iff, for every two adjacent nodeand j, i
is policy-consistent withj.

One common example of policy consistencyéxt-hop
valuationsin which nodes only consider the immediate nei-
ghbor along a route:

Definition 5 For nodei € [n], define neighbo(s) = {j €
N| (i, j) € L}, i.e, the set of nodes adjacentitdf R < L
is a simple route from source nodeandR = (i, j)R is
its extension to nodg then define theext hopon R to be

f5(4) =2+ a
f5(1) =1
543 ¢ P°

Fig. 3 Next-hop policies without consistent filtering. (Becaudk a
nodes have next-hop valuation functions, the valuatiores e simply
written as mappings from neighbors to values, consisteitt Bef. 6.)

3.2 Consistent Filtering

In traditional formulations of interdomain routing, nodes
allowed tofilter routes arbitrarily when exporting updates to
or importing updates from neighboiise., nodes can arbi-
trarily remove paths from consideration (restrictiiy.
Arbitrary filtering is rarely considered in the welfare-
maximizing formulation of interdomain routing. Like the
lack of policy consistency, arbitrary filtering can make the
price of anarchy unbounded, because a node may value a
route that is filtered by a neighbor much more than any other
route available. This is the case in Fig. 3, an instance with
next-hop policies (which are policy-consistent) and onig o

next(R) = j; i.e,, the next hop of a route is the source node’sstable route allocation. (Again, assurme> 0.) Although

neighbor on that route.

Definition 6 Nodei € [n] has anext-hop valuation function
v iff there exists a functiorf; : neighboréi) — R~ such
that, for every routR € P', vi(R) = f(nextR)); i.e., the val-
uation of a route depends only on its next hop.

node 5 generally prefers routing through node 4, the path
543 is filtered. If node 4 chooses to route through node

2, node 5 can route through node 4, and this leads to the
optimal route allocation{1d,2d,3d,42d,542d}. However,

this allocation is not stable, because node 4 prefers rutin

through node 3. This prevents node 5 from routing through

If all nodes have next-hop valuation functions, we saynode 4, causing node 5 to choose the only available route re-

that “the instance uses next-hop policies.” Note that, evhil

maining, which goes through node 1. Thus the unique stable

appearing simple, next-hop policies are semantically richoute allocation ig1d, 2d, 3d,43d,51d}. The price of anar-

enough to permit global routing instability (see Subse®).3.
Another example of policy-consistent valuations iaue-
tric-based valuationgdefined in [12]):

Definition 7 Letd:L — R be a positive real-valued func-
tion that specifies the “length” of each link (a “metric” func
tion). A valuation functionv that is based om is one in

whichv(Q) > V(R) iff 31cq0(l) < ¥1erO(1).

chy in this example is %a, which can grow arbitrarily
large asa — oo.

In order to achieve our objective of welfare maximiza-
tion, we require that nodes not filter routes arbitrarilyalf
node filters a route, it must value that route less than any
route that is not filtered—this is callexnsistent filtering

Definition 8 Nodei filters consistentlyith respect to (ad-

It is easy to see that, if all nodes’ valuations are baseghcent) nodg iff any routeR that is filtered fromi to j (Ris

on the same underlying metric functidnthen the network
is policy-consistent. In particular, &(1) = 1 for every link
I, then this is precisely the well known shortest-path-rogti
problem.

permitted at but its extension tqg is simple but not permit-
ted atj,i.e, R€ P!, (j,i)Re Ll, and(j,i)R ¢ P) is valued
less highly ati than any route not filtered fromnto j, i.e.,
vi(R) < vi(Q) for all routesQ € P' such thatj,i)Q € PI.



We say that an instance “filters consistently” if every

node filters consistently with respect to every other adjace a__» b
, @)

node. Mi_1 « .

Remark 1Theisotonicity property studied by Sobrinho in Wi—q -~ ‘o Wis1
[23] for its relationship to optimal routing essentiallyme -
bines policy consistency and consistent filtering. A Q-1

3.3 Robustness and Dispute Wheels

Although BGP attempts to find a stable route allocation, it e

may not always do so; the hope is that the distributed, indeFig. 4 A dispute wheel. Dashed lines represent routes while sioks|
pendent route choices over time approach a confluent routepresent edges; the black nodes are pivots.

ing tree that does not keep changing. Unfortunately, it has
been shown that anomalous interaction of local policies can
induce protocol oscillation, causing routes to changefinde
initely [24]. Therefore, an important desideratum for path
vector protocols like BGP is convergence:

V2(21d) =1+a
V2(2d) =0

Definition 9 We say that a path-vector protoamnverges
on an instance of the interdomain-routing problem if, for ev Fig. 5 A routing instance with a dispute wheel.
ery initial route allocation and for every sequence of nodes

taking turns updating, there exists some time after which
stable route allocation (see Def. 1 is reaches, the route
chosen by each node never changes.

Definition 11 An instance contains dispute wheelsee
Fig. 4) iff there exists a sequence gfivot nodes
Wp, - .., Wm_1 such that for all 6< i < m(interpret subscripts
Even though BGP may converge when all nodes andnodulom):
links are functioning, it may dlverg(_e after failures intrask . there exists apoke route Qe P¥;
topology changes. We call the desirable property ofguaranz' there exists aim route M from wi to wi, such that
teed convergence even in the presence of failmiesstness MiQi,1 € P%: and
. . . . | ’
which is formally defined as follows: 3. Vi (Q) < Vo (MiQi0).

Definition 10 An instance of the interdomain-routing prob-

lem isrobustiff, for every sub-instance obtained by remov-  Fig. 5 shows a routing instanceISAGREE, from [13])

ing any set of nodes and links from the original graph, ther&vith policies that induce a dispute wheel. This instance has
exists a unique stable route allocation to which a patherect two stable route allocationg1d,21d} and{12d,2d}. Be-
protocol converges from any initial route allocation. cause the network is asynchronous, the timing of update

) ) ] .. messages may cause BGP to converge to either of these so-
Previous work has Stu_d'Ed t_he effects of rou'u_ng po'_'c'esiutions or oscillate between them [13]. This anomaly is ehar

onrobustness, and there is an inherent trade-off in aGlGeVi 5 cterjzeq by the dispute wheel with pivotnodes 1 and 2, each

the desired autonomy and policy expressiveness at a Iocﬁ:L;\ving the direct route td as a spoke route and the edge to
level and robustness at a global level [11]. Early work CONthe other pivot as a rim route. The price of anarchy in this

jectured that only shortest-.paths routing might pe proyvabl example i1+ ), which can be arbitrarily bad.
robust [24]. However, Griffin, Shepherd, and Wilfong [13] ¢ gpsence of a dispute wheel is, in fact, the broadest-

presented a sufficient condition on policies that guaranteq,q, syfficient condition for stability and robustness. In
robust convergence while allowing policies broader thany,o jesign of an incentive-compatible routing mechanism,
shortest-path routing. we want to ensure that our BGP-based routing algorithm

This condition is callecho dispute wheelA dispute does reach a stable tree in some equilibrium. We now show

Wh?EI IS _essent_|a?lly a reprgsentatlon of a set of nodes ar{ﬂat, in the presence of policy consistency and consistent fi
their routing policiesi(e., ordinal preferences on paths) that tering, having no dispute wheel in the valuations is equiva-

induce a routing anomaly. Any instance on which BGP d"lent to robustness. We note that this is the first known nec-

verges or nondeterministically converges contains a téspu essary and sufficient condition for robustness
wheel; without a dispute wheel, BGP converges to a unique,

stable route allocation on the instance and evernfheorem 1 A policy-consistent instance that filters consis-
sub-instance. tently is robust iff it contains no dispute wheel.



Proof The sufficient condition (the “if” direction) is a spe- Lemma 1l If T = {Ry,...,Ry} is a globally optimal alloca-
cific case of the main theorem in [13], which states that arion for an instance with policy consistency and consistent
instance containing no dispute wheel is robust. filtering, then T is stable.

To prove the necessary condition (the “only if” direc- o )
tion), we show that any policy-consistent instance that fil-°roof (of Lem. IAssume by contradiction thatis not sta-

ters consistently containing a dispute wheel must also corl2!€; then, by Def. 1, there are two adjacent nadesdj such
tain adispute ring which is a dispute wheel containing no that

repeated nodes on its rim. Feamster, Johari, and Balakrisoi—(Ri) <Vi((i, DR)). @
nan [2] showed that an instance containing a dispute ring is i
not robust. Letk be a node such that néRk) = i. Because is policy

Assume we have an instance containing a dispute wheetonsistent with, and becauseandk filter consistently, (1)
If the dispute wheel is a dispute ring, we are done; therefordmplies that
assume that nodeappears at least twice on the rim, and let o ]
M; andM; be two of the rim routes containinglf x appears V(R < wie((k (1 DRy );
as a pivot node, then let=i+1 orx= j + 1 as appropriate, by induction, this is also true for every noétewith next
so the rim route leads tq we note thak =i+ 1impliesthat hopk in T, etc, so that every noda routing throughi in
Mifxir1) is empty (likewise fox = j+1 andMj, ;. ). If X T prefers the rout&®,(i, j)R; to Ry. Note that we have
is not a pivot, assume the next hopsxadn M; andM; are  identified a route allocation in whichand all nodes rout-
not the same; if they are the same, take the next hop as th&g throughi are strictly better off, and all nodes not routing
repeated node being considered. Without loss of general- throughi are unaffected. This new allocation has higher total
ity, let vx(Mifxi+1)Qi+1) <W(Mjy, j,4)Qj+1)- Then, foreach  social welfare thai; however, this contradicts the optimal-
nodey € R (starting with the node closest #, consis- ity of T. Thus, our assumption must be incorrect, andust
tentfiltering implies thaliy  M; [x,j+1]QJ'+1 e Y, andpol- therefore be stable. O
icy consistency then implies tha}(Mi[y,X]Mj[X’HHQJH) >
Vy (M [y’iﬂ]QiH). Therefore, we can contract the dispute
wheel atx by replacing the rim routeli, Mi 1, ..., M; with

We are now ready to prove Thm. 2. LEtbe some op-
timal route allocation. By Lem. 1, because of policy consis-

the single rim rout®/; ; MJ-IX 1)’ this removes one appear- tency and consistent f_iltering', is stable. However, because
ance of any nodes appearing in bdthandM,, in particular, of robustness, there is only one stable aIIocaﬂ_'@r[l_S].
the second appearanceoRepeatedly applying this proce- Therefore,T = Tq, and the unique stable allocation is also
dure generates a dispute ring. o optimal. O

A locally optimal route allocation is one in which nodes
are assigned their most valued routes. Such a route alloca-
3.4 Local and Global Optimality tion would best satisfy selfish nodes interested in maximiz-

ing their own—as opposed to the total—welfare.
The above subsections presented negative results for wel-

fare-maximizing routing when any one of three properties—Définition 12 A route allocationTq = {Ry,...,Ra} is lo-
policy consistency, consistent filtering, or robustnessaki- ~ cally optimaliff, for every nodei, R = argmaxepi Vi(R),
sent. We now turn to a positive result derived from the interJ-€- €very node is allocated its highest-valued route.

esting relationship among these three properties. Réuw]l t The following theorem shows that the combination of

if an instance is robust, then it has a unique stable route allbbustness, policy consistency, and consistent filtering e

Ioc_at|on. The foIIovymg theorem states tha_t, i gll threer  g\res not only global optimality but local optimality as vel
erties hold, then this unique route allocation is globafty o

timal (i.e., it maximizes the total social welfare). Theorem 3 In a robust, policy-consistent instance that fil-
ters consistently, any globally optimal, stable route edlo
Theorem 2 In any robust, policy-consistent instance thattion is also locally optimal.

filters consistently, there exists a unique stable route-all _ _
cation T that is optimal (welfare maximizing)e., Proof We follow a proof technique of [23]. Consider a node

me N. Let R= ugUy_1...U;...ug be some simple route in
PY%, such thatuy, = m andup = d. By induction, we show
for eachuy; € Rthat S, the route for node; in the globally
optimal allocationTy, is at least as good &= R, 4. When
Proof We will use the following lemma in the proof of the i = mwe get thatS, is at least as good &% becausdr and
theorem. mwere chosen arbitrarily, we prove local optimality Taf
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Base casel = 0. The induction hypothesis is trivially true, The above result shows that BGHth no modifications
because the only route is the empty one. or paymentsconverges to the unique welfare-maximizing
Induction step. Assume that the induction hypothesisis truefouting tree when nodes consistently filter and valuations
foru_y,i.e, are policy-consistent and do not induce a dispute wheel. In
other words, nodes cannot do any better than executing BGP,
Vi1 (S-1) >V, (R = Ui-qUi...d). @) except in the case when nodes }\//vould prefer not to pgrtici—
Note thatu; does not lie orR 3, or Rwould not be simple.  pate in the routing tred.¢., some node has a negative val-
Case I.Assumeu; ¢ §_1. Then extend§ 1 andR_1  uation for the route it is allocated in the tree). Feigenbaum
along the edgéui,u;_1). Consistent filtering ensures that Schapira, and Shenker [7] used this result (from a a pre-
(ui,ui-1)S-1 € P4; thus, from (2) and policy consistency, liminary version of this paper [5]) to prove that, for a sub-
we have class of dispute-wheel-free, policy-consistent, nontiega
Vo (U Ui—1)S-1) > Vi (R = Uili_qUi_z...d). (3) Valuations, BGP its_inf:entive-compatible in collusionqn‘ro.
ex-post Nash equilibrium. We deal with the case of negative
valuations in the next section by presenting a modification t
BGP that computes payments required to incentivize nodes
Vu (S) > Vi (Ui, Ui—1)S-1). (4)  to behave truthfully.

Combining (3) and (4) gives

Ty is stable; soS is at least as good as any other routg; at
in particular,

Vi (S) > vy (Ry), 4 A BGP-Compatible, Incentive-Compatible Algorithm

which is the induction statement far. for Negative Valuations

Case Il.Assumeu; € §_1. In this case we cannot use the

policy consistency argument as in case |, because extendifi@yYMents may be required to incentive participation if sode
S_1 tou; creates a loop. have negative valuations on routes. We now present an in-

Suppose the induction statement for is not true: centive-compatible, BGP-compatible algorithm to compute

Vi (R) > Vi, (S). We can then create a dispute wheel of sizg0Utes and payments in the case of va!uatiqn functions that
m= 2, following Def. 11, in which the pivot nodes ang =  May assume negative values. As explained in Sec. 1, we use
ui_1 andw; = ui. Let the spoke route fromp beQo = Ri_1 the termB(_BP—compatibIeo mean that tht_a glgorithm hag t_he
and let the spoke route fromy, beQ; = §_ 1, 4 (recall the same pa5|c st_ructure as BGP an(_Jl that it is “space-efficient,”
case-Il assumption that€ S_1). Let the rim rbuteMo from N 'Fhat it requires 0r_1|3_/ a modest increase to_the sto_rage re-
Wo to Wy beSfl[ui Ll and let the rim routd/; from w; to quirement Qf the original BGP. (This is consistent with use
W be the edgéuy; :Uiél)- of the termin [4].)

The first condition in Def. 11 is satisfied beca@gand Previously, a positive result in the presence of negative
Q are permitted routes by assumption. The second condy@luations was known only for LCP policies [4]. Here we
tion is satisfied becausdyQ; = S_ 1, which is permitted be- expand the class of policies that admits a positive result:
cause itis the globally allocated route for 1, andM; Qg = next-hop routing that obeys the Gao-Rexford conditions for
R, which is permitted by assumption. The third condition is9/obal stability.
satisfied for wp because vy, (MoQ1) = W ,(S-1) >
Vi1 (Ri—1) = Viyy (Qo) by the induction hypothesis faf_.
Finally, note thal§ = S_1, g = Q1, because the globally
optimal route allocation is consistent (amde S§_1); there-
fore, our assumption that the induction statement is net tru

exactly translates to the third dispute-wheel condition fo Co : ;
forwarded. It has been studied in the interdomain-routtag |
Wi Vi, (M1Q0) = iy (R) > Wy (S) = Vi (Qu). d

. . erature, because it captures the property that, in todeyis s
The presence of a dispute wheel contradicts our assum b broperty

D- . .
. . .ard IP forwarding, an AS does not control a packet once it
tion of robustness because of Thm. 1; this must mean the |— 9 P

) . has been delivered to a neighboring AS. Although it is a
duction statement is indeed true iqr (Recall there are no . L2 . )
L . conceptually simple class of policies, it is sematicalbhri
ties in valuations.)

enough to permit global routing instability [24], and it doe
Remark 2Global and local optimality also hold for sub- not permit incentive-compatible, BGP-compatible, wedfar
instances. If any of the three properties (robustnessgyoli maximizing routing [6]. Thus, in this paper, we start with
consistency, consistent filtering) hold in an instancey the next-hop routing and add additional restrictions to ob#ain
also hold in all sub-instances. Thus, all sub-instancesiof apositive result. The additional restrictions that we addeha
instance satisfying the requirements of Thm. 2 and Thm. ®een studied previously; none is introduced here for the firs
also satisfy the requirements of these theorems. time.

4.1 Policies for the Commercial Internet

Next-hop policies (Def. 6) are those in which AS route pref-
erences are based only on the neighbor to which packets are
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One well studied set of constraints assumes that a busall nodesi € [n], the following hold for all pairs of nodes
ness hierarchy underlies the AS graph and that policies argj,k} C neighbor$i) and for all pairs of route$R;, R} C
based on the economic nature of this hierarchy. Huston®' such that nexR;) = j and nextR¢) = k:
study of the commercial Internet [16] suggests two types
of business relationships that characterize AS inter-eonn
tions: Pairs of neighboring nodes have eitherustomer-
provideror apeeringrelationship. Customers pay their pro-
vider nodes for connectivity—access to Internet destimeati
through the provider’s links and announcement of customer
destinations to the rest of the Internet. Peers are nodes tha
find it mutually advantageous to exchange traffic for free,
e.g, to shortcut routes through providers. A node can be The Gao-Rexford conditions limit the types of routes
in many different relationships simultaneously: It can be aavailable to ASes. Specifically, if a nodleeceives a route
customer of one or more nodes, a provider to others, andghnouncement from one of its customers, then every AS on
peer to yet other nodes. These agreements are assumedHat route is a provider of its next hop on that rotifhis is
be longer-term contracts that are formed because of variousecause ASes export only customer routes to their providers
external factorsg.g, the traffic pattern between two nodes. |f Ris a customer route awvith next hopj, thenj must have

Intuitively, these business relationships naturally ic&lu  announced the route tpits provider; thusR must be a cus-
routing policies. Gao and Rexford [9] formally modeled tomer route afj. This argument can then be applied induc-
these relationships and policies with the following three<  tively alongR, implying thatR consists entirely of provider-
ditions. customer links.

No customer-provider cycles:Let Gep be the digraph with It was proven in [9] that, if all nodes obey the Gao-
the same set of nodes as the AS grapland with a di- Rexford conditions, enforced naturally by Internet econom
rected edge from every customer to its provider. We deics, BGP predictably converges to a stable routing tree) eve
mand that there be no directed cycles in this graph. If thigfter node and link failures. Later work [8] showed that the
requirement is met, we say that “the AS graph contains n&ao-Rexford conditions imply the no-dispute-wheel prop-

customer-provider cycles.” This demand is a natural ecoerty introduced by [13] and reviewed earlier in Subsec. 3.3.
nomic assumption, because, if there is a cycl&gp, then  In addition, the Gao-Rexford conditions enforce consisten

a node is indirectly its own provider. filtering: All routes are announced to customers, and only
non-customer routes (which are valued less than customer
routes) are filtered to peers and providers. These remarks—
along with the property that next-hop policies are policy-
consistent (see Subsec. 3.1)—prove the following proposi-

1. If j is a customer anklis not, therv;(R;) > vi(R).

2. If neither j nork is a customer, thenj,i)R ¢ P! and
(k,i)R;j ¢ PX, becausé does not exporR to j or R;

to k. If j is a customer, then, whatevis relationship
to k, R; is exported tk, andRy is exported toj. Thus,
if jis a customer(k,i)R; € P¥ if permitted byk, and
(j,)R € P! if permitted byj.

Prefer customers to peers and providers:A customer
route is a route in which the next-hop AS is a customer.
Provider and peer routesare defined similarly. We require
that nodes always preferd., assign a higher value to) cus- . - . o .
tomer routes over peer and provider routes. This has an ecgg?’ Wr;'hCh statgs that tthe ??l_hhmes olut:I3|ned in this subisec
nomic justification given the financial agreements underly—Sa isfy the requirements of Thms. 1-3.

ing the business relationships: Providers want to maintai?’roposition 1 An instance with next-hop policies that obey

traffic flow along links for which they are paid, and cus-he Gag-Rexford conditions is policy-consistent, filtaya
tomers want traffic along routes they announce (Otherw's%istently and has no dispute wheel

they would not announce them).

Provide transit services only to customersNodes do not

always carrytransit traffic—traffic that originates and ter- 4.2 The Algorithm

minates at hosts outside the node. An AS is obligated (by

financial agreements) to carry transit traffic to and from itsThe following algorithm is an extension to BGP that com-
customers, but it does not carry transit traffic among onlyoutes routes and payments for incentive-compatible, wel-
providers and peers, because it receives no payment for dtgre-maximizing routing when policies are next-hop based
ing so. Therefore, we require that nodes announce only cugnd obey the Gao-Rexford conditions.

tomer routes to their providers and peers but annoah@#

their routes to their customers. 4.2.1 High-Level Overview
Using the terminology and notation of Sec. 2, we for-
mally define the Gao-Rexford conditions as follows: The mechanism implemented by the algorithm belongs to

Definition 13 The Gao-Rexford conditionkold iff the AS the Vickrey-Clarke-Groves (VCG) family of mechanisms,

graph contains no customer-provider cycles, and, for 4 This property is similar to thealley-freeproperty described in [8].
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just as previous routing mechanisms haeeg( the algo- Output: A route allocationTy = {Ry,...,Ry} that forms a
rithms in [20] and [4]). The payments issued by this mechaneonfluent tree tal, such that the tree maximizes the total
ism essentially compensate each node for its contribution tsocial welfarej.e.,

the routing tree; intuitively, this can be determined by-con n

sidering the best routing tree available when that nodetis ndg = argmax_(r R} 'Z\Vi (R),

present in the AS graph.€., when it refuses to carry any 1=

transit traffic). Although this can trivially be done by run- and a paymers; to each nodé

ning BGPn additional times—on tha AS graphs obtained

py removing e_ach of podes from t_he original—our algo- 4.2.3 Communication and Storage

rithm accomplishes this by modifying a single run of BGP.
The payments and their analysis are discussed more fully i

Subsec. 4.3 below. gtructure of Update MessagesAn update messaga sent

i . ) by node contains a rout&, € P' and, for every transit node
The algorithm computes best routes in essentially th%e Rm (k¢ {i,d}), a bitBm(K). Bm(K) = Lif i has, in its rout-

same manner as BGP, but it adds extra information to up,, tapie a-avoiding route ta, i.e., some permitted route
date messages so that nodes can compute the mechamsggg P' such thak ¢ R. These bits are used to populate the list

paymehts once the ro_utes hav,e bee,” determined. Th's 'nf%', defined below, that is used to compute the mechanism’s
mation is also stored in nodes’ routing tables, requiring on payments

extra bit of storage for every transit AS on an imported route

These bits are used to determine the next hop of thekbest _Storage at Ea_ch Node;Eac_h nod_é has 6? routing tabl?‘{i
avoiding route—the best route in, i.e, for the instance ndexed by neighbors of If j & neighboré), then letY;(j)

in which nodek does not participate—for every transit node be the most recent update message sent by postethat at

k on the best route for each nodelinThese next hops are MOSt one announced route is stored per neighbor. Initially,
used directly in computing payments and can be stored ugi(i) = 0 for all j. Each node also has a listi, defined as
ing one extra row in the routing table, denotedelow. The ~ ollows: Assume the current best routeids R; if k € R
extra bit per transit node in each row of the routing table and® & fransit nodek(¢ {i,d}), thenLi(k) = nex{(R), the next
the extra row used to store the next hops require a constartoP On the best-avoiding routeR’in i's routing tableLi (k)
factor increase in the space complexity of the original BGPWill b used, at the end of the algorithm, to compute the
a similar amount of extra storage was used by the algorithﬁ:lomp_onent of the payment to nodehat is attributable to
described in [4] for lowest-cost-path routing and satigfies nodei, denoteds,. Fig. 6 shows an example of the storage

condition of “BGP compatibility” put forth in that paper. at each node.

The dynamics of the algorithm can be summarized as
follows. Computation of best routes ahgavoiding next 4.2.4 Execution of the Algorithm
hops is triggered when nodes receive update messages, just
as in BGP (see Subsec. 2.3). Update-message processingigirt: AS d sends update message= (d,0) to all neigh-
divided into two cases: (I) the message is from the most valbors.

ued neighbor that has yet sent a message, in which case tU%date-Message Processing:et m = (Rm, Bm) be the up-
route contained in the message is chosen as the best roufgie message received at nadeom j € neighbors). If
and () the message is not from the most valued neighbo i,j)Rm ¢ P' and nextRy) # i (the route is not permitted),
that has yet sent a message, in which case the extra bitS o, discard the message. Otherwisg, j)Rn € P

the message are used to update the choices of thekbest, nex{Rm) = i, and the update message should be stored
avoiding next hops. Unlike BGP, if nodechooses nodg i, the routing table so that(j) = (Rm, Bm).

as its next hop, an update message is still sent frdrack
toy; this extra message is used to convey availability od
k-avoiding routes througkand is processed using case (l1).

(Case I)Suppose that the update message is received
from the most valued neighbor so fae., nex{Ry,) # i and

. .
)= ety 0
Then, eithelRy, is a new best route td (i.e., Ry is the new
R) or the neighbor exportinB, has an updated bit vector
Bm. Resetl; to empty and, for eack € Ry, such thatk #
Input: An instance of the interdomain-routing problem with d, do the following to repopulatk;: If By(k) = 1, then set
next-hop policies obeying the Gao-Rexford conditions. Ad.i(k) = j (if node j has &-avoiding route, then it is recorded
in Def. 6, we assume that each ndde [n] has a function as the best next hop whéncannot be used for transit); if
fi : neighboréi) — R, such that;(R) = fi(next{R)). Bm(k) =0 ork = j, then:

4.2.2 Input and Output
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[ Dest. | Valuation ]| Ls(4) =1 [ Ls(38) =4 [| — L bestk-avoiding next-hop ASes for transiton the best routd
d v5(43d) =2+ a AS 4 AS 3 — Ry, the route chosen by neighbor ASthe current best route
B4(3) =1 || — By, the bit vector sent with update from neighbor 4
d vs(1d) =1 AS 1 — Ry, the route chosen by neighbor AS 1
— By, the bit vector sent with update from neighbor 1, is empty|

Fig. 6 An example routing table for node 5 in Fig. 2 using the aldonitfrom Subsec. 4.2. (Assume in Fig. 2 that no routes areddtand that
all links are customer-provider links, where the AS with gneater number is the provider.)

1. LetA=neighbor$i) — {j} and let 4.3 Convergence, Optimality, and BGP Compatibility
/
a=argmaXycap;(a)zo} fi (@) We now show that, on instances that obey the Gao-Rexford
be the most valued node & Let(Ra,Ba) =Yi(a) be the  conditions, and where all source nodes have next-hop poli-
routing-table entry foa. cies, the following properties hold for the algorithm in Sub

2. If k¢ Ry, then set(k) = a. sec. 4.2:

3. Ifnot,k € Ra. If Ba(k) =1, then set; (k) = a.

4. If Li(k) has still not been set, then repeat at (1) with 1. It convergesi.e., there exists a time after which route
A= A— {a}. Discontinue repeat i = {a}, i.e., if there choices have settled on a unique, stable route allocation
would be no nodes left iA. (in the sense of Def. 1).

_ o o ~ 2. It outputs a route allocation that optimizes the social

Finally, setR = (i, j)Rm. (Becausg is the most valued nei- welfare.

ghbor to send an update so far, its route is the best route sg 1 js GP-compatible, in the sense that it entails only a

far.) constant-factor increase in space complexity over BGP.
(Case Il)Suppose that the update message’s sojiise To show this we establish that our algorithm requires

not the most valued neighbor that has communicated so far, only slight modification to BGP messages (with a lim-

i.e, nex{Ry) =ior ited increase in message size).

; il
fI(J) # {J’Enelghgg%)é\\(n(l)#@} fI(J ) 431 Convergence

For each current transit nottes R (k¢ {i,d}), setLi(k) = j

if j has ak-avoiding route and is more valued thahj(k), ~ Theorem 4 The algorithm in Subsec. 4.2 is robust on in-

the current best-avoiding next hopi.e.: stances with next-hop policies that obey the Gao-Rexford
conditionsj.e., it converges in finite time to a unique, stable

1. fi(j) > fi(Li(k)); and either route allocation.

2a. k€ Ry andBn(k) = 1; or

2b. K¢ R Proof This theorem follows from more general results dis-
cussed in Sec. 3. In the algorithm, routes are chosen exactly
gs they are in BGP; by Prop. 1 and Thm. 1, the theorem
statement is true for BGP on the instances being consid-
ered. However, the update-message dynamics of the algo-
rithm differ from BGP in two ways, and we must reconcile
these differences for the result to apply to the algorithm.

also a non-customer, then the update messag® should The first difference is the lack of withdrawal messages
be sent to comply with the Gao-Rexford conditions, imply-In the aIgonthm_. In both t_he a_llgonthm and in BGP, an l_Jp'
ing a withdrawal of the previous route. Note that, in Lem. 20ate message is sent frano j when a new best route is

below, we prove that a withdrawal will never happen.) chosen at. In BGP, this message either (1) contains the

P c on: O he algorith new route (ifi can export its choice tg), or (2) contains
ayment qmputatlon. nce the algorithm CONVerges, . it drawal (ifi cannot export its choice tQ). In the al-
each nodei can compute thepayment component

e _ o ) " gorithm, (1) still occurs, but (2) does not. However, the fol
§ = fi(nexi(R)) — fi(Li(k)) for every transit nodé € R lowing lemma shows that this is irrelevant; For valuations

(k¢ {i?d})’ WhiCh Is the component of the total payment tOobeying the Gao-Rexford conditions, withdrawal messages
k that is attributable t@. The total payment to each nolle are never sent

is then the sum of all the payment component&:te, =
Yk k- Lemma 2 If, at some time, node a sends node i an update

In the following subsection we analyze the algorithmmessageéRm, Bm) such that B # 0, i.e,, node a exports a
presented above and discuss its properties. route to node i, and we assume there are no failures, then

If any changes were made tg in either of the cases
above (including any time case | was triggered), then sen
update messages = (R;,By,) to all neighbors of, where
B (k) = 1 if Li(k) # O (there is &-avoiding route known)
and By, (k) = 0 if Li(k) = 0 (there is nok-avoiding route
known). (If R is a non-customer route and neighlyors
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at any future time, there will exist a routey it i's routing  neighbors k-avoiding-route availability can improve only
table, such thahext{R,) = a. a finite number of times. Thus, at some point along every
edge, update messages will no longer be sent.

Inftc))lrmally, this 'e”?”;]‘; mear;]s th?t onl;:le”a node e>|<|p0rts This means the algorithm will converge on the instances
a usable route to a neighbor (where “usable” means a Owegonsidered, and, by Prop. 1 and Thm. 1, its output is the

by the Gao-Rexford conditions), any route chosen by th%nique stable route allocation 0O
node will be a usable route for that neighbor. Therefore, ' '

route withdrawals are unnecessary; routes are only rex;blacq"s'2 Welfare Maximization

with new (usable) routes.

Proof (of Lem. 2)Changes to the routing table are update-Theorem 5 The routing tree J output by the algorithm in
driven. A change, due to a new update or withdrawal, willSubsec. 4.2 maximizes the total social welfare on instances
only be sent ifa switches fromR, to some other rout&s. with next-hop policies that obey the Gao-Rexford condétion
We must show that, in this case, an update messageRaith
is sent ta, and a withdrawal is not sent.

If ais a provider ofi, thena will export R, to i. There-
fore, we can assume, without loss of generality, tha a
peer or customer af thenR,, must be a customer route of
a, or it would not have been sent tolf a switches toR,
becausess(R,) > va(Rm), thenR,; must also be a customer
route, apd it will be e_xported to If not, thenRy, musft have_ 4.3.3 BGP Compatibility
been withdrawn. (If it was replaced, next-hop policies dic-

tate thatva(Ra) = Va(Rm), and that route will be exported \ye gre left with showing that the algorithm is BGP-compat-

toi.) In this case, its customer= nex{Rm) switched to a  ipje | addition to the routing-table storage required iy t
route that was filtered; but, this new route must be a NONgriginal BGP, this algorithm requires, at nodstorage of:

customer route at. Because it is less valued than the cus- ) ) ) )

tomer routeRmc 4}, that switch must have also happened be-1- the b'th(J)_ foreveryj € Rm sentin an update message
cause of a withdrawal, and these same arguments apply. This M stored af; and o
could continue downstream th but the last link must be a 2. the next hops on the current_ly best knokavoiding
customer route that is always available; this leads to a con- routes for everk € R, whereR is the current best route
tradiction. ad tod.

Proof This result also follows from more general results
presented in Sec. 3. By Prop. 1 and Thm. 2, the unique stable
route allocation is welfare-maximizing. By Thm. 4, the algo
rithm is robust on instances with next-hop policies thatyobe
the Gao-Rexford conditions; thus, it converges and outputs
that unique stable route allocation. O

Given Lem. 2, the convergence to a stable route aIIocaTh'S requires one additional bit per transit AS, per roe.(

tionimplied by Thm. 1 for BGP also applies to our algorithm per update message) in the rguting table and one additional
instances that obey the policy restrictions in Subsec b1 row to store the next hops. This amounts to a constant-factor

cause the dynamics of route choices made by our algorith. crease in space pomplexity and fulfills our requirements
(for the original instance) are the same as BGP. or BGP compatibility.

The second difference is that the algorithm sends ad-
ditional messages to find next hops in sub-instaricés 4 4 |ncentive Compatibility
wherek € [n]. In particular, update messages are sent when-
ever the availability ok-avoiding routes changese,, some  \We now prove that our algorithm is incentive-compatible.
change in the lisL;j). These messages are not used in BGPWe first prove this result in a restricted, centralized model
so, to prove that the algorithm converges, we must show thaind then use it to prove incentive compatibility in a more
they eventually stop as well. general, distributed model.

First, note that the Gao-Rexford conditions hold for sub-
instances if they hold for the original instance; therefare 4.4.1 Centralized Model
unique, stable routing tree exists for each sub-instamuk, a
route withdrawals are unnecessary. Second, because valli@ prove that our algorithm is incentive-compatible in ex-
tions are next-hop based, only the availability dé-avoid-  post Nash equilibrium, we first consider the following cen-
ing route through a given neighbor needs to be known, ndralized (and unrealistic) model. The nodes are communicat
the route itself. (This is why the algorithm only sends a biting directly with some trusted central entity (“the mechan-
vector of availability.) But, because routes are never withism”). Each node reports its valuation function to the mech-
drawn, once a neighbor indicates thak-avoiding route anism, which then runs the algorithm in Subsec. 4.2, sim-
is available, a&-avoiding route through that neighbor will ulating the nodes’ actions, to compute the route allocation
always be available. Because there are a finite number @ihd the nodes’ payments.
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Classical results in microeconomic theory (see [14]) es- It is easy to verify that the paymesgt in Def. 14 is the
tablish thatVickrey-Clarke-GrovegVCG) payments guar- same as thatin (6).
antee the strongest possible result for this centralizediino Payment components must be computed for transit
truthful reporting by all nodes leads todmminant-strategy nodes only; ifj is not a transit node oris best routej.e.,
equilibrium That is, a rational node’s best strategy is to re-j ¢ R;, thenR, = Rf‘, andéj = 0. We now show that, at the
portits true preferencesgardles®of the valuation functions end of the algorithm, each nodéas enough information
reported by the other nodes. Hence, a node need not make compute§j for all transit nodeg. Because preferences
any assumptions about the other nodes’ behavior or have agye next-hop basedj =Vi(R) — fi (Li(j)), wheref; is the
a priori knowledge about their preferences. Intuitively, thenext-hop valuation as in Def. 6. Thus, Thm. 6 will follow
VCG payment to each nodeis the increase in the social from the fact that(j) is the next hop of the begtavoiding
welfare of the other nodes causedilsyparticipation in the  route computed by the algorithm, which we prove in Thm. 7.
algorithm.

In the language of microeconomic theory, a centralized heorem 7 For every source node i, the node(k) in the
algorithm in which truth telling is a dominant-strategy equ @lgorithm in Subsec. 4.2 is the next hop of the optimal route
librium is calledstrategyproofWe prove that our algorithm foriin Gk
is strategyproof by showing that it is a member of the VCG

class Proof We shall require the following four lemmas.

Lemma 3 If j is the optimal next hop for i, and, for some
k € [n], j has a k-avoiding route, then the next hop of the
optimal k-avoiding route at i is also j.

Theorem 6 The algorithm in Subsec. 4.2 is strategyproof.

VCG payments are expressible as

Pk = ;Vi(Ri) —h(T5 %), (5) This lemma justifies the step in the algorithm that immedi-
ately setk-avoiding next hops whenever an update message
containing a new best route is received.

i
in which hg(-) is an arbitrary function on’k. Note that this
implies that every strategic agent's payment must depenBroof (of Lem. 3By Thm. 3, if j is the optimal next hop,
solely on the other agents. then

We define the payment to each node to be

= ;kvi(a) - ;kvm*k), (6)

j= argmaxcneighborsa) fi(a).

Therefore, if] has &-avoiding routeR for somek € [n], then
vi(R) = fi(j) > fi(next(R))) for all otherk-avoiding routes

. . . 7k .
whereR is the route allocated tian Ty, andR " is the route Thusj is also the next hop of the optimatavoiding

allocated td in T; . Note that, if

route ati. O
—ky _ Rk
he(Tq ©) = i;V'(R" ) Lemma 4 If node i has not received an update message
] from neighbor a, then either node a’s route inkI(for any
in (5), thenpy = s. k € [n]) cannot be exported to i, or node a has no route in

The key observation is that these payments can be “brq-k
ken down” into components computed by the different nodes
(in a distributed fashion). Loosely speaking, nadecom-  This lemma means that neighbors wikavoiding routes
ponentin the paymentto nodeorresponds tg’s contribu-  permitted ati will send update messages itanformation
tion toi's welfare—the difference in the valuesssigns to  from neighbors that do not send update messagesstiv-
the paths he gets with and withoutThese components are relevant in computing payment components.

computed during the algorithm, and the final payment is th?’roof (of Lem. 4)f ais routing through, thena will send

sum of payment components computed once the algorithm . I~ .
convergrésy P P 9 an update message if it has dmavoiding routes available.

Thus, without loss of generality, we can assume #iatnot
Definition 14 The payment componefor j attributable to ~ routing through.
iis If ahas not sent an update messagedecause it has not

, _ learned any paths ), thena also has n&-avoiding routes
s =Vi(R)—Vvi(R™), tod.

The remaining case is thathas not sent an update mes-
_ sage td because it cannot announce its roBigto i. In this
S = ;i. casej must not be a customer af and nextR,) is also not
i#) a customer of. If k ¢ R,, thenR, is a k-avoiding route,

and thepaymento each nodé& is
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but a cannot export it td because neiR,) andi are both  Proof (of Lem. 6)f i is a customer of, then the only routes
non-customers. exported toj are customer routes. Therefore,i iexports

If k € Ry, thenamay choose a differentrouRg®in1-¥.  a k-avoiding routeR to j such thatj considers(j,i)R its
If R;X is a non-customer route, then it is still unusabld by bestk-avoiding routeR is a customer route at This im-
which explains who no update was senR}fis a customer  plies fi(nextR)) > fi(j); so,Li(k) # j. The same argument
route, then it must not be available dowhenk is present; works, by symmetry, ifj is a customer of.
otherwise,a would choose it over the non-customer route If i and j are peers, then the only routes they export
Ra. But this is not possible, because every ligkw) € Rz to each other are customer routes. Assume that each node
is a customer link, including the last link th This means chooses the other as a bé&savoiding next hop; then each
that the route must be exported up the chain of providers tmust have a customer route exported to the other. But those
nodea at all times, which leads to a contradiction; therefore customers would be better choices keavoiding next hops,
R; X cannot be a customer route at naevhich makes it  contradicting the assumption. O
unusable by nodie a

We are now ready to prove Thm. 7. We have already
Lemma5 If k ¢ Ra (the route allocated to a by the algo- shown that the algorithm converges and that, when it does,
rithm for the original instance I) and,a)Ra € P', thenthere  the route choice is optimal; thus, every nddeeceives a
exists a route R € P2 such that(i,a)R,* € P' for the sub-  route through its most highly valued neighb@r From
instance . Lem. 2, we know that, oncelearns a route through, it
always has a current update message fipmpdate mes-

This lemma addresses availability lefvoiding routes. 5465 are sent whenever a change to the best route or the
Although a node may choosekeavoiding route as its best bestk-avoiding next hop (for ank) occurs.

route forl, it may be that downstream changes prevent it For eachk, consider the entry;(k) that is in the list

from choosmg that rogtg in the Sl_Jb"ns.tanCé; In .fact, ' Wwhenthe algorithm converges. These entries have been pop-
is possible that n&-avoiding route is available. This lemma ulated in the following wayL; (k) = j if B;(k) = 1 ork ¢
1 - ] -

excludes 'Fhis possibility. The algorithm uses this factdpp (i, J)R;; i.e. Li(k) = | if | has ak-avoiding route. By Lem. 3,
ulate the lists;. if j has ak-avoiding route for somg, then this entnk; (k)
is optimal.

If Bj(k) =0 andk € (i, j)R;, thenj does not have &
avoiding route. In this case, the algorithm skt&) to be
the most valued neighbanthat has sent an update message
(Rm, Bm) inwhich eitherk ¢ Ry, or Bm(k) = 1. First, we show

Proof (of Lem. 5)If no node j € Ry chooses a different
path (other tharR;) whenk is not present, theR, itself

is ak-avoiding path usable by If some downstream node
j switches to a different patﬁ’j whenk is removed, then

the pathRa[aj]R/- should be usable af unless it is filtered ) :
. that the algorithm chooses the most valued neighbor; then

somewhere betwegnandi. ) .
. . : we show that the neighbor ha&savoiding route.
Assume this happens. The relationships among nodes ) )
By Lem. 4, we must only consider neighbors that send

between andi have not changed: Because these nodes orig- ; ! -
inally propagated, they woulld also propaga®; there- update messages as candidates for the optisaabiding

- - ' Thi _ _nexthop; thus, the algorithm is not excluding viable chsice
fore, j itself mustfilterR;. This meanstha‘.t’J mustbe anon by examining update messages alone. The entry.ft)
customer route, and the node upstreanj tfwardsa must 2 gup 9 : i

also be a non-customer. But becali§evas not filtered, it is set in either case | or case Il of the algorithm. If set in

must be a customer route. BecawgtR;) > v;(R,) in this case |, the entry is the most valued neighbor because the

case,j would never have switched ® Jupon Jrenjmval ok latest update messages are scanned in decreasing order of
) J . . .

unlessR; was filtered downstream gf However, this same valuation; the scan is accurate because case | resatsd

argument applies to all downstream nodes (which must aﬂwen examines the most recent update mes;ages. If set in
be customers); because the last link adjacernt toust be ~ caS€ Il, the entry is the most valued becalgk) is only set

a customer link and the direct route is always exported, thi&/ne€n an update message is received from a neighbor more
leads to a contradiction. valued than the previous (k), which was either set by a

case-| or case-Il message; thus, at convergence, the entry

Lemma 6 Given some fixed k, it is not possible to haveWill represent the most valued neighbor wittkavoiding
Li(k) = j and Lj(k) = i at the same time. route.
By Lem. 5, if k ¢ Ry, thenm must have &-avoiding
Inthe algorithm, nodes send th&iavoiding-route avail-  route usable by, and the algorithm does not need to scan
ability to their neighbors. This lemma precludes the possiBn. If Byn(k) = 1, the update message framitself states
bility that two nodes choose each other as thkeiwoiding  thatm has ak-avoiding route. Therefore, the neighbor cho-
next hop. sen forL;(k) certainly has &-avoiding route.
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Finally, Lem. 6 and the Gao-Rexford conditions assureann-tuple of nodes’ valuation functions. Let; denote the
us that the next hops chosen at different nodes do not creatigple of all valuations except that of nodé.et o’ (v) denote

routing loops; thus they are consistentwithatree. O  i’'s outcome (route and payment) when all nodes (includ-
ing i) executeA and their valuations are aswn Finally, let
4.4.2 Distributed Model OA(v_i) denote the set of outcomes (routes and payments)

thati can achieve if albthernodes executa and their valu-
We have thus far considered a centralized model in whiclations are as in_; (i.e., all outcomes that nodecan obtain
nodes report valuations to a trusted mechanism that thera “manipulations”).
computes the route allocation and payments. We now tur
our attention to the distributed model, in which the com-
putation is executed by the strategic agents themselves (
our case, the ASes). The distributed model is strictly les§o € O™ v_), ui(0(v)) > ui(0).
restrictive than the centralized model above. As in the cen-
tralized case, a node can pretend to have another valuati?lgr
function, simply by following the specification of the al-
gorithm as if its valuation function were different. How-

Befinition 15 An algorithmA s incentive-compatible in ex-
Pnost Nash equilibriunif, for all v,

Thus, ifAis incentive-compatible in ex-post Nash equi-
ium, then each AS is best off.¢,, its utility is weakly
highest) by followingA whenever all other ASes follow,
regardlessof the routing policies of the other ASes. Shnei-

- : - . . . dman and Parkes [22] view the need to settle for an ex-
of “manipulation” available to it: making bogus route an- S o )
T . . Post Nash equilibrium in the distributed model (instead of a
nouncements to other nodes, announcing inconsistent info : e . .
. ) . . . o dominant-strategy equilibrium, as in the centralized ntpde
mation to different neighbors, inconsistently filteringnda

: . L S as “the cost of distributing mechanism computation across a
more. Thus, incentive compatibility in the distributed rebd 9 P

: . . . network.”
requires stronger assumptions than in the centralized mode

The techniques and assumptions we use to prove incefitheorem 8 The modified algorithm (with signed communi-
tive compatibility in the distributed model follow closellye  cation) is incentive-compatible in ex-post Nash equilibmi
work of Shneidman and Parkes [22]. We show that a nod
cannot benefit by deviating from the information-revelatio
communication, and computational actions it is instructe
to perform by the protocdl.We assume an environmentin 1. Information-revelation actions: These are the subset
which there exists aniquetrusted node calledthe bank of the algorithm’s prescribed actions from which the de-
that functions as a non-strategic accounting and chargingi  viation of a node is equivalent to that node’s executing
frastructure, communicates with the strategic source iode the algorithm with a different valuation function.
across the network, and can enforce penalties when it detec2. Message-passing actionsthese are the subset of the
a problem. The only modification needed to the algorithmis algorithm’s prescribed actions that instruct the node to
requiring that all communication between the bank and the pass a message from one neighbor to anothgr pass-
nodes be signed and receive signed acknowledgments. With ing messages from other nodes to the bank).
this minor modification, we are able to prove that our dis- 3. Computational actions: These are the subset of the al-
tributed algorithm is incentive-compatible @x-post Nash gorithm’s prescribed actions that instruct the node to par-
equilibrium ticipate in the algorithm’s calculationg.g, computing

An ex-post Nash equilibrium is a robust solution con-  the payment components).
cept: In such an equilibrium, no single node would devi-
ate from the algorithm even if it knew the other nodes’ pri-
vate valuation$.In the context of interdomain routing, this Proposition 2 (Shneidman and Parkes [22]) An algorithm
means that no AS would deviate from the algorithm even ifA is incentive-compatible in ex-post Nash (in the distiéout
it knew the other ASes’ routing policies. model) if the following three conditions hold:

We now define ex-post Nash equilibrium in the context
of interdomain routing; see [22] for a general game-théoret
definition. LetA be an algorithm and let= (vi,...,v,) be

Eroof Consider the following three components of nodes’
Gactions as prescribed by a distributed algorithm:

We will use the following proposition in our proof.

1. Ais strategyproof in the centralized model;
2. Each node is always best off when it executes the mess-
age-passing actions prescribed by A (regardless of that
5 These three properties are called IC-, CC-, and AC-comifigtib node’s information-revelation and computational ac-
in [22]. tions);
® The ex-post Nash equilibrium concept is strictly strongeamtthe 3. Each node is always best off when it executes the com-

well known Nash-equilibrium concept. A Nash-equilibritoriented . . .
implementation of our algorithm would have to assume thatyexsode putational actions prescribed by A (regardless of that

is familiar with the preferences of all other nodes. Thisuagstion is node’s information-revelation and message-passing ac-
unrealistic in interdomain routing. tions).
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We now show that our algorithm in Subsec. 4.2, mod-interesting questions: How can we make sure that the ASes
ified with signed communication, meets the requirementsire not overpaid for the transit services they provide? (VCG
of Prop. 2. Thm. 6 establishes that our algorithm is stratmechanisms are often criticized in the literature for oagrp
egyproof in the centralized model. Thus, we are left withing the strategic agents.) In our formulation, the ASes do no
showing that a node is never incentivized to deviate fronpay each other but are paid the bank(as in [22]). Is it pos-
the prescribed message-passing and computational actiogsible to get rid of the bank and have ASes pay other ASes
(regardless of its other actions). directly for transit services rendered?

We first consider message-passing actions. Observe that A distributed model such as ours poses an inherently
the only message-passing actions in our algorithm are thoshfferent challenge for the design of incentive-compatibl
in which a node forwards messages from another node to theechanisms that involve payments than a centralized one
bank. Because these messages are signed, the node car(gete [4,22]). This is because the computation is performed
change the messages’ contents; thus, the only form of devidy the strategic agents themselves and not by a reliabt thir
ation available to it is dropping the messages. However, reparty. We reconcile the strategic model and the distributed
call that all communication between the bank and the nodesomputational model by using techniques similar to those
must be paired with signed acknowledgments, and that thia [22]. In particular, we use cryptographic signing. Isdtsp
bank is capable of penalizing nodes when detecting devissible to reconcile the two models without having to resort to
tions. Thus, a node is never incentivized not to follow thethis technique?
suggested message-passing actions. Finally, the question of optimal communication com-

We next consider the computational actions, which, inplexity for the computation of routes and payments remains
our algorithm, are the computation of the payment compoepen. We have stressed space complexity in this paper, but
nents. Because each nod®nly computes payment com- there may be an increase over BGP in the number of update
ponents for other nodes, and because these payment comessages sent by our algorithms. This is because our algo-
ponents have no bearing @’s route allocation and pay- rithms have an additional condition that triggers sendimg a
ment, nodea is never incentivized not to follow the sug- update message, namely, any change to the best kkown

gested computational actions. avoiding route (or next hop), for any transit noklen the
Hence, the three conditions of Prop. 2 hold for our mod-<current best path. Update messages are not sent for this rea-
ified algorithm, and Thm. 8 follows. O  sonin the original BGP. Although the message complexity

of our algorithms is not unreasonable with respect to BGP’s
worst-case performance, the optimal number of messages
needed to compute payments in addition to routes is cur-

5 Conclusions and Open Questions
rently unknown.

In this paper, we addressed the problem of incentive-com-
patible, welfare-maximizing interdomain routing. We pre-Acknowledgements The authors thank Tim Griffin, Aaron Jaggard,
sented welfare-maximizing, incentive-compatible and BG pJennifer Rexford, Rahul Sami, and Scott Shenker for marpfiedis-
. . ' . . ?ussions about interdomain routing.
compatible mechanisms for a class of routing policies thai
is more general than LCP routing, thus answering an open
question from [4, 20]. Additionally, we derived general eon
ditions that are sufficient for designing incentive-compat
ible, wglfare-r_ngxmmmg prOtO(?OIS for more ggneral cess 1. Caesar, M., Rexford, J.: BGP Policies in ISP NetworkSsEE
of routing policies. It would be interesting to find othernat Network Magazind 9(6):5-11 (2005)
ural classes of valuations for which BGP-compatible mech-2. Feamster, N., Johari, R., Balakrishnan, H.: The Impiticat
anisms exist, especially in the case of negative valuations ~ ©f Autonomy for the Expressiveness of Path-Vector Routing.
Th ther | that . ved IEEE/ACM Trans. Networking5(6):1266—1279, (2007)

ere are many other ISsues f”‘ rem_aln unreso V_e f'mg. Feigenbaum, J., Karger, D., Mirrokni, V., Sami, R.: Sohje-
call for further research. One such issue is that of desggnin  cost Policy RoutingTheor. Comput. ScB782):175-189. 2007
distributed BGP-compatible mechanisms that obtzood 4. Feigenbaum, J., Papadimitriou, C. H., Sami, R., Sheriker,A

approximationsof the total social welfare. A first step to- ~ BGP-based Mechanism for Lowest-Cost Routin@istributed
Computingl§(1):61-72 (2005)
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