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A new randomized asynchronous shared-memory data structure is given for implementing an
approximate counter that can be incremented once by each of n processes in a model that al-
lows up to n — 1 crash failures. For any fixed €, the counter achieves a relative error of ¢
with high probability, at the cost of O(((1/8) logn)P(1/€)) register operations per increment and
O(n*/51¢((1/68) log n)©(1/9)) register operations per read. The counter combines randomized sam-
pling for estimating large values with an expander for estimating small values. This is the first
counter implementation that is sublinear the number of processes and works despite a strong
adversary scheduler that can observe internal states of processes.

An application of the improved counter is an improved protocol for solving randomized shared-
memory consensus, which reduces the best previously known individual work complexity from
O(nlogn) to an optimal O(n), resolving one of the last remaining open problems concerning
consensus in this model.
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programming; F.2.2 [Theory of Computation]: Analysis of Algorithms and Problem Complex-
ity—Nonnumerical Algorithms and Problems; G.3 [Mathematics of Computing]: Probability
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1. INTRODUCTION

Counting is a fundamental algorithmic task. Unfortunately, in an asynchronous
shared-memory setting using only read/write registers, exact counting appears to
be quite expensive. The main limitation is the need to avoid lost updates, where
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2 . J. Aspnes and K. Censor

one incrementer overwrites values left by another. In a model with n incrementers,
the simplest implementation, where each incrementer writes its increment to a
separate location in an array of registers, requires n register operations to perform
a read, since the reader much read every location in the array. Even with more
sophisticated primitives, there are still strong lower bounds on the time- and space-
complexity for exact counting in a distributed system [Fich et al. 2005; Attiya et al.
2006].

This suggests relaxing the requirements and allowing a reader of the counter to
return only an approximate value. There is a substantial literature on probabilistic
approximate counting in a non-adversarial, sequential context. Some early examples
are given in [Morris 1978; Flajolet 1985; Flajolet and Martin 1985], where the space
taken by a counter is reduced by storing only an approximation to the log of the
number of increments. This involves incrementing the stored counter value only
every 2¢ steps on average, which is accomplished by applying increments only with
probability 2-¢. However, in a distributed setting, a strong adversary that can
halt processes after observing their internal states can discard these rare updates,
causing the counter value to appear much smaller than it should. Solving the
approximate counting problem in this model thus requires new techniques.

Formally, we consider the standard model of an asynchronous shared-memory
system, where n processes communicate by reading and writing to shared multi-
writer multi-reader registers. Timing is under the control of a strong adversary,
which can cause up to n—1 undetected crash failures. We assume that each process
can both read and increment the counter, but that increments are one-shot: each
process increments the counter at most once, giving a bound n on the total number
of increments.

Each step consists of some local computation, including an arbitrary number of
local coin-flips (possibly biased) and one shared memory event, which is either a
read or a write to some register. The interleaving of processes’ steps is governed by
a strong adversary that observes the results of the local coin-flips before scheduling
the next process.

A minimal requirement on an exact distributed counter would be that a read
operation always returns a value between k and K, where k is the number of
increment operations that finished before the read operation started, and K is the
number of increment operations that started before the read operation finished.!
For an inexact counter, we can characterize its accuracy by how close it gets to this
ideal:

DEFINITION 1. Let C be a counter supporting the operations CounterRead and
CounterIncrement. A call to CounterRead is d-accurate if its return value R
satisfies (1 — 0)k < R < (14 §)K, where k is the number of CounterIncrement
operations that finish before this call to CounterRead starts, and K is the number of
CounterIncrement operations that start before this call to CounterRead finishes.
Otherwise, this call to CounterRead is §-inaccurate.

Our paper makes two main contributions: an implementation of an approximate

IThis is a weaker condition than, say, linearizability [Herlihy and Wing 1990], because it makes
no consistency guarantees on the values returned by different read operations.

ACM Journal Name, Vol. V, No. N, Month 20YY.



Approximate Shared-Memory Counting Despite a Strong Adversary . 3

counter for a strong-adversary model with one-shot increments that is J-accurate
with high probability and allows reads with a cost sublinear in the number of incre-
menters, and an application of this counter to obtain a protocol for randomized
consensus with n processes that requires an optimal O(n) operations per process.
This latter protocol completely resolves the question of the complexity of random-
ized consensus in a strong-adversary model, a twenty-year-old open problem.

1.1 Counting

The running time of our counter is O(((1/8)logn)?1/9)) register operations per
increment and O(n?/57¢((1/8) log n)?(1/€)) register operations per read, where € > 0
is a parameter that can be chosen to trade off the costs of increment and read
operations. The counter is specialized for the case where each process increments
at most once.

A full description of the counter is given in Section 2. The essential idea is that
when many increments have occurred, sampling an array of bits representing incre-
ments works despite a strong adversary as long as both incrementers and readers
choose randomly which array locations they will use. The analysis of this compo-
nent of the counter is complicated both by the possibility that some increments
will collide (write to the same bit) and by the fact that the upper bound on the
estimated counter value depends on the number of increments that start before a
read finishes, a quantity that can be altered by the adversary while the read is still
in progress. Nonetheless we show that this part of the counter works using a com-
bination of Chernoff bounds on the lower-bound side and the method of bounded
differences on the upper-bound side.

This still leaves the problem of what to do when there are few increments. Here
the sampling component breaks down: a small sample from the array is likely to
miss all the increments—thus return 0, much less than (1 — d)k. Instead, we use
an expander to determine which bits in a second array are set by each increment;
since the sets of bits set by each increment don’t overlap much (this is the expansion
property), we can obtain a good estimate of the number of increments by simply
counting all ones in the array and dividing by the degree of the expander. This
estimate also lets us detect when we have exceeded the useful range of the expander-
based counter and must switch to sampling. The sampling bounds apply if this
occurs because the sampling component is always incremented first, and therefore
a large number of increments to the expander component must be preceded by a
large number of increments to the sampling component.

Although our implementation is only mildly more efficient than a linear counter,
having any sublinear counter can be crucial for some applications. This is demon-
strated in an application of the approximate counter in a weak shared coin pro-
tocol used for randomized consensus, which is the second contribution of this

paper.
1.2 Consensus

In the consensus problem, which is a fundamental task in asynchronous systems, n
processes starting with individual inputs are required to arrive at the same decision
value. To prevent trivial solutions, this agreement condition is accompanied by
a validity condition which requires the decision value to be the input of some
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process. A termination condition requires that eventually all processes decide.

It is well known that there is no deterministic consensus protocol in an asyn-
chronous system, if one process may fail [Fischer et al. 1985; Herlihy 1991; Loui
and Abu-Amara 1987]. However, reaching consensus becomes possible using ran-
domization with the termination condition relaxed to hold with probability 1, while
the agreement and validity properties remain the same. The complexity of solving
consensus is measured by the expected number of register operations carried out by
all processes (total work) or by any single process (per-process or individual
work).

Many randomized consensus protocols were designed for the asynchronous model
under a strong adversary, These protocols are all wait-free, which means that ter-
mination occurs even if up to n — 1 of the processes suffer crash failures. The
first of these, due to Abrahamson [Abrahamson 1988], required exponential work.
Subsequent work (e.g., [Aspnes and Herlihy 1990; Aspnes 1993; Saks et al. 1991))
reduced the complexity first to a polynomial number of total operations and fi-
nally to O(n?logn) operations in the paper of Bracha and Rachman [Bracha and
Rachman 1991]. Further progress in reducing total operations stalled at this point,
although Aspnes and Waarts [Aspnes and Waarts 1996] showed that O(nlog?n)
individual work could be achieved, at the cost of a slight increase in total work.
The subsequent (n?/log®n) lower bound on total work of Aspnes [Aspnes 1998]
(which implies an Q(n/log® n) lower bound on individual work) showed that large
further improvements were unlikely, although a polylogarithmic gap between the
known upper and lower bounds remained.

This gap was closed for total work by Attiya and Censor [Attiya and Censor
2007], who presented a protocol with O(n?) total work and a matching Q(n?) lower
bound. In their protocol, however, a process running alone may have to perform all
this work by itself, meaning that the individual work is also ©(n?). By combining
techniques from the Attiya-Censor protocol with the older Aspnes-Waarts protocol,
Aspnes et al. [Aspnes et al. 2008] obtained an O(nlogn) upper bound on individual
work, but a logarithmic gap still remained between this upper bound and the (n)
lower bound that follows from the Q(n?) lower bound on total work.

We eliminate this gap by showing that randomized consensus can be solved with
a wait-free protocol using only atomic multi-writer multi-reader registers with O(n)
expected individual work and O(n?) expected total work; both measures are optimal
since they match the lower bound.

The cornerstone of our protocol is a new weak shared coin protocol that re-
quires from each process at most O(n) operations. A weak shared coin with agree-
ment parameter p [Aspnes and Herlihy 1990] is a distributed protocol with the
property that (a) against any adversary strategy, with probability at least p, every
process returns —1, (b) against any adversary strategy, with probability at least p,
every process returns +1. The rest of the time, the the adversary may determine
the outputs of the processes or even arrange for them to disagree.

The reduction in [Aspnes and Herlihy 1990] shows that a weak shared coin pro-
tocol with agreement parameter p, expected individual work complexity I, and ex-
pected total work complexity T', yields a consensus protocol with expected individ-
ual work complexity O((n+1)/p) and expected total work complexity O((n?+T)/p).
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The essential idea is to solve consensus by executing a sequence of asynchronous
rounds, where in each round early-arriving processes that see only processes with
the same preference keep their common preference, late-arriving processes that see
agreement among these leaders adopt this common preference, and confused pro-
cesses that see more than one preferred value execute the shared coin protocol
(which produces agreement with the other processes and any deterministic lead-
ers with probability at least p). This mechanism reaches agreement after O(1/p)
rounds on average, and the worst-case cost of each round is the sum of the cost of
the shared coin protocol and an O(n) overhead per process to read other processes’
preferences. It follows that to achieve consensus cheaply, we want to construct a
weak shared coin with constant agreement parameter and per-process work as close
as possible to O(n).

Essentially all known shared coins are based on random voting, with some vari-
ation in how votes are collected and how termination is detected. The method
we use appeared first in the O(n?logn) total work protocol of Bracha and Rach-
man [Bracha and Rachman 1991], where each process generates votes until it ob-
serves that a predetermined threshold is reached, and afterwards collects all the
votes and decides upon the sign of their sum. Typically, n? votes are needed, so
that the majority value is not overwhelmed by selective withholding of up to n —1
votes by the adversary.

Detecting that the threshold has been reached is a counting problem: using
a standard counter with O(n)-operation reads means that the threshold can be
checked only occasionally without blowing up the cost. Amazingly, Bracha and
Rachman showed that having each process check only after each ©(n/logn) votes—
an amortized cost of O(logn) register operations per vote—was enough to guarantee
a constant agreement parameter, even with no coordination between processes.
This cost was further reduced to O(1) amortized operations per vote by Attiya
and Censor, who added a termination bit that could be used to cut off voting
immediately by any process that detected termination.

A second technique is needed to reduce individual work, as in the standard
voting-style protocol a single process might generate most of the ©(n?) votes. Our
shared coin is based on the weighted voting approach pioneered in the O(n log2 n)
individual-work protocol of Aspnes and Waarts [Aspnes and Waarts 1996], where
a process that has already cast many votes becomes impatient and starts cast-
ing votes with higher weight. Combined with the termination bit, this gives an
O(nlogn) protocol [Aspnes et al. 2008], but it still requires that some processes
execute ©(logn) counter reads in some executions.

By applying our sublinear counter, we can carry out these ©(logn) counter reads
within the O(n) time bound. This gives an O(n) weak shared coin protocol, and
thus O(n) consensus. Our protocol is given in Section 3; it is adapted to use a
collection of approximate counters, and also contains some technical improvements
on [Aspnes and Waarts 1996; Aspnes et al. 2008] that simplify the analysis.

We conclude, in Section 4, with a discussion of our results and the problems
that remain open, the main ones being reducing the complexity of the counter and
applying the counter to more tasks.
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2. A SUBLINEAR APPROXIMATE COUNTER

In this section we describe the full approximate counter and prove its complexity
and accuracy. The sampling component appears in Section 2.1 and the expander
component in Section 2.2. In Section 2.3 we show how to combine the two coun-
ters in order to obtain the approximate counter with sublinear work and a high
probability for d-accurate read operations.

2.1 The sampling component

The sampling component of the counter works by having each increment operation
set a bit at a random location in an array a of size N, and having each approximate
read operation sample s locations with replacement, computing an estimate of the
counter value that is (N/s)S where S is the number of one bits seen among these
samples. The accuracy of this estimate will depend on the choice of the parameters
N and s; specific values useful for our application will be given later.

When there are few increments, this estimate will have high relative error; how-
ever, we will show that after enough increments, the resulting value is neither too
high nor too low, despite any strategy the adversary might attempt to bias it. What
makes this difficult is that an adaptive adversary can see the locations of the writes
and reads done by each operation before the actual read or write is performed, and
selectively delay processes in response.

shared data: array a[1..N] of multi-writer bits, initially all 0
Let r be a uniform random index in the range 1..NV;
alr] < 1;

[V

Procedure SamplingIncrement

15« 0;

2 for i — 1 to s do
3 Let r be a uniform random index in the range 1..N;
4 S — S+alr];
5 end

6 return (N/s)-S

Procedure SamplingRead

There are two main issues we have to consider in showing that SamplingRead
works:

(1) The sampling procedure may under- or over-represent the number of bits set
in a. Here we need concentration bounds on the sampled value. For the lower
bound, we consider only the contribution to the sample obtained by reading
bits that are set before the start of the call to SamplingRead. This undercounts
the actual number of bits seen, but allows the use of standard Chernoff bounds
since the probability of observing one of these pre-written bits at each sample is
fixed and independent.. For the upper bound, the situation is more complicated,
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because the adversary may choose to allow fewer or more increments depending
on how the sampling so far has gone. Here we apply a more sophisticated
analysis, showing that the observed sample gives an estimate not much higher
than the number of increments that start before the call to SamplingRead
finishes using the method of bounded differences.

(2) The bits set in a may under-represent the actual number of increments, for
example if many calls to SamplingIncrement write to the same location. This
problem is exacerbated by the adversary’s ability to delay processes between
choosing their location to write (in Line 1) and actually writing the bit (in
Line 2), because the adversary can selectively hold back writes to new locations
while allowing through writes to locations already written. However, it is not
hard to show that the total number of lost writes during an execution with n
increments is (Z) /N on average, and a further application of Chernoff bounds
puts the number of lost writes close to this value with high probability. For a
suitable choice of N and sufficiently many completed increments, the relative
error contributed by these lost writes is negligible.

We begin by showing the bound on the number of lost writes. Note that this is
a global bound that applies to an entire execution, so unlike the later bounds on
sampling error, it does not depend on the number of calls to SamplingRead.

LEMMA 2. Fix an adversary strategy, and let each of n processes execute
SamplingIncrement at most once. For each t, let a; be the state of array a after
t steps and let k; be the number of processes that have executed the write operation
in Line 2 of SamplingIncrement aftert steps. Then

Pr |3t : Zat ] < ke —n2/N1 < exp( (Z) /3N> .

PROOF. Order the n increment operations by the step at which each chooses
its location to write in Line 1 of SamplingIncrement. For each ¢, let X; be the
indicator variable for the event that the i-th increment chooses a location previously
chosen by some other increment. It is easy to see that Pr[X; = 1|X;... X, 4] =

1 21X
% < it 1 , as the numerator in the middle expression simply counts the

number of prev1ously chosen locations.

Because the conditional probability of each X; is bounded, we can construct a
second series of random variables Y; where for each Y;, X; < Y;, and Pr[Y; =
11Y; ...Y;_1] equals ‘2 exactly. We then have E[}" | V] =30 | =L = (3)/N.

Smce the probability of each Y; doesn’t depend on the outcome of its predecessors,
we also have that the Y; are independent. So standard Chernoff bounds apply (see,

g., [Mitzenmacher and Upfal 2005, Theorem 4.4, case 2]), and for any 0 < ¢ < 1,

ZY > ( ( )/N] <eXp< (Z)/:aN).

ACM Journal Name, Vol. V, No. N, Month 20YY.
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For convenience, we set § = 1 and use 2(2‘) < n? to simplify this to

iYi > nQ/N] < exp (— (Z)/3N> ;

=1

Pr

and the same bound immediately applies to Y .-, X; <> | Y.

To complete the proof, we must show that the bound also applies to the difference
between k; and > a:[r] for each step t. Here we observe that no two increments ¢ and
j with i < j and X; = X; = 0 both write to the same location (otherwise X; would
be 1). After k; completed increments, at least k; 72?:1 X, of these increments thus

write to different locations, giving 27],\[:1 wlr) >k —> 0 Xi >k —> Y. O

The next lemma bounds the probability that a value R returned from
SamplingRead is too small compared to the number of bits that are set in the
array. Combining it with the previous lemma will later allow us to bound the prob-
ability that a value R returned from SamplingRead is too small compared to the
number of SamplingIncrement operations.

LEMMA 3. Fix an adversary strategy, and consider an ezxecultion of
SamplingRead. Let A be the set of indices r in a such that a[r] = 1 at the
start of this execution. Let R be the random variable equal to the value returned by
SamplingRead. Then for any 0 <6 <1,

2
PrlR < (1-5)-A]] < exp (—“/Z)'A') |

PROOF. Observe that the process increments its count S each time it reads a
location 4 in A, which occurs with independent probability (1/N) - |A| per sample.
Thus the final value of S is bounded below by a sum of independent random vari-
ables with total expectation (s/N)-|A|; the probability that this sum is less than or
equal to (1—68)(s/N)-|A] is less than exp (—62(s/N)|A|/2) from Chernoff bounds.
But then the same bound holds for the probability that R = (N/s)S is less than

or equal to (N/s)(1 — 8)(s/N)|A| = (1 —8)|4]. O

We now bound the probability that a value R returned by a call to SamplingRead
is too high.

LEMMA 4. Fiz an adversary strategy, and consider an execution of SamplingRead
as part of a global execution that includes at most n < N SamplingIncrement op-
erations. Let K be the number of SamplingIncrement operations that start before
this execution of SamplingRead finishes. Let R be the random variable equal to the
value returned by SamplingRead. Then for every d,

PriR> (14 9)K] <exp (— (525(;7)228) .

PROOF. Let S; be the value of S after ¢ iterations of the loop of the SamplingRead
operation, and let K; be the number of increment operations that start before the
read operation in Line 4 in the i-th iteration of the loop. Let X; = S; — Z;Zl K;/N.
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We will apply the method of bounded increments to show that X is small with
high probability.

Observe that X; 11 —X; = (Sit+1—5i) — Ki+1/N. From the fact that S; < S;11 <
Si+1land 0 < K; 11 <n < N, it follows that | X;11 — X;| < 1. We show in addition
the supermartingale property E[X;1|X7 ... X;] < X;, which allows us to apply the
supermartingale version of Azuma’s inequality [Wormald 1999, Lemma 4.2] to get
the desired bound.

Condition on all events prior to the i-th read, and consider what happens with
the (i + 1)-th read. The S;41 component of X, rises if and only if the reader
observes a 1 in its chosen location af[r]. Assume that r is chosen immediately
after the previous read (there is no payoff to the adversary for waiting); then the
probability that a[r] either already contains a 1 or is covered by a pending write is
at most K;/N. The adversary can schedule additional increments after r is chosen
but before alr] is read; each of these adds at most a 1/N probability of placing
a 1 in afr], but also increases the number of started increments by 1. Summing
all probabilities thus gives a bound of K;/N + (K;+1 — K;)/N = K;11/N on the
probability that S;11 —.S; = 1. This is precisely the net change in Z;’:l K;/N. It
follows that E[Xi+1 — X1|X1 SN Xl] < 0 and thus E[Xi_;,_l‘Xl ce Xz] < Xi~

We now apply Azuma’s inequality. For any a > 0, we have

Pr[X, > o] < exp (—a*/2s) .

The definition of X, implies X; = S5 — 25:1 K;/N, and since K; is an in-
creasing function of j we have S; < X, + (s/N)K,;. The value returned by
SamplingIncrement is R = (N/s)S, and therefore Pr[R > a(N/s)+ K] < Pr[S, >
a+ (s/N)K,] < Pr[X, > o] < exp (—a?/2s).

Finally, choose o = (s/N)dK and recall that K = K,; then «(N/s) = 0K and
hence

Pr[R > (1+6)K] < exp (— (52?223) .

O

We are now ready to prove that there is high probability for a call to
SamplingIncrement to be d-accurate. The choice of the parameters N and s com-
bines two conflicting considerations. On one hand, we would like s to be as small
as possible, as it determines the cost of SamplingRead. At the same time we would
like the probability of error to be exponentially small, which requires s to be large
(otherwise we get a small error probability only for large numbers of increment
operations, which will require the expander component to work for larger numbers
of increment operations).

THEOREM 5. Let 0 < € < 2/5 and 2n~</* < § < 1/2. Fiz an adversary strategy,
and consider an execution of a single sampling counter with s = n*/5T¢ and N =
nS/5te/% that includes at most n calls to SamplingIncrement. Consider a call to
SamplingRead that starts after at least n*/®/5 calls to SamplingIncrement finish.
Then the probability that this call is d-inaccurate is at most exp (—(52715/2/2) (1+

o(1)).
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Proor. We will consider three sources of error, then show that the last one
dominates the total error probability.

From Lemma 2, the probability that more than n?/N = n*/5=¢/4 writes are lost is
at most exp (—(3)/3N) < exp (—(%)/3n%/5+¢/%) < exp (—n?/57¢), for sufficiently
large n.

If not more than n? /N = n writes are lost, then for any call to SamplingRead
starting after & > n*/°/§ > n*/® completed increments, we have |A| > k —
nA/5=¢/t > k(1 —n=</*) > k(1 — §/2), where A is the set of indices r in a such
that a[r] = 1. In this case we have (1 —d)k < (1 —§/2)%k < (1 — 6/2)|AJ, hence
the probability that R < (1 —§)k is at most the probability that R < (1 —§/2)|A],
which from Lemma 3 is at most

exp <_ (6/2)*(s/N) |A|) < e (_;@ J2)2n=2/5+ /01 _ 5 /2)n4/5>

4/5—¢/4

2

1 1
< exp (_2(2n—e/4)2(1 B 4)n2/5+(3/4)e> < exp (—2712/5*(1/4)5)

< EXp(—'n2/5),

again for sufficiently large n.

Finally, we consider the possibility that some call to SamplingRead returns a
value that is too high. The number K of calls to SamplingIncrement that start
before the call to SamplingRead finishes is at least k, which is at least n*/®. Apply
Lemma 4 to get, for a single call to SamplingRead,

(5K)25 ((5714/5 2n4/5+e .
Pr[R > (1+6)K] < exp <_ N2 < exp —M = exp (—52n /2/2) .

Summing the three probabilities gives a total error probability of
exp (—n4/5_€> + exp(—n?/°) 4 exp (—62n€/2/2) .

For € < 2/5 and § < 1/2 the last term is at least exp (—n!/®/8), which easily
dominates the others. [

Note that while the theorem bounds the probability of failure of each call to
SamplingRead, these probabilities are not independent: there is a small but nonzero
chance that the bound in Lemma 2 will fail, causing all reads to return values that
are too low.

2.2 The expander component

We augment the sampling counter with a second data structure that returns ac-
curate values for small values of k; in particular, for k < Kpax = n*/5t¢/4. Like
the sampling counter, this data structure also uses an array of multi-writer bits.
Each increment operation sets a subset of D bits in the array. These subsets will
be chosen so that for any k < Ky« increments, the number of bits set in the array
will be at least (1 — 0)Dk.

The value of the this component is computed by collecting every bit in the second
array and returning the number of ones observed divided by D. For a small number
of increments this will give a value between (1 — 0)k and K.
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The property that each set of k < K.« increments sets of (1 — §)Dk bits is
precisely the defining property of an expander. We use a recent explicit expander
construction of [Guruswami et al. 2007] to get good performance out of the expander
component of the counter. Concurrency between increment and read operations
raises some additional complications; these are handled by providing separate lower
and upper bounds on the return value of the counter that may diverge in the
presence of concurrency.

Expanders have a long history in combinatorics, with many variants and applica-
tions; see [Hoory et al. 2006] for a recent survey. We use an explicit construction of
an unbalanced bipartite expander of Guruswami et al. [Guruswami et al. 2007].
In their notation, a bipartite multigraph has a set of left-vertices [N] = {1... N},
a set of right-vertices [M] = {1... M}, and a function I' : [N] x [D] — [M] that
specifies for each left-vertex and each index ¢ in [D] = {1...D} a correspond-
ing right-vertex. Such a multigraph is a (< Kpax, A)-expander if every set S of
K < Kpax left-vertices has [I'(S)| > A-|S|. Intuitively, the right-hand neighbors of
any small set of left-hand nodes don’t overlap much. The main result of [Guruswami
et al. 2007] is the following theorem:

THEOREM 6 [GURUSWAMI ET AL. 2007]. For every constant o > 0, every N €
N, Kmax < N, and § > 0, there is an explicit (< Kpax, (1 — 6)D)-expander T' :
[N]x[D] — [M] with degree D = O((log N)(log Kmax)/8)*t/® and M < D?.K}:te.
Moreover, D is a power of 2.

Given an expander of this form, we represent the counter as an array correspond-
ing to the right-hand side. An increment for process pid consists of setting all bits
in I'(pid), and requires D register write operations. A read operation collects the
entire array of M bits, taking M register read operations, and returns the number
of one bits seen divided by D. The expansion property guarantees that for small
enough numbers of increments, this quantity will not be too much less than the
correct value.

shared data: array b[1..M] of multi-writer bits
for i — 1 to D do

bl (pid, )] — 1
3 end

[V

Procedure ExpanderIncrement.

M .
1 return & ;7 b[i]

Procedure ExpanderRead

It remains to choose the parameters of the expander. The value § we will use
in the expander is the same § used for the sampling counter. We assume as in
Theorem 5 that 6 < 1/2, while allowing for the possibility that § depends on n. We
also use the parameter € from the exponent of the run-time of the sampling counter,
with the assumption that € does not exceed 2/5. Our goal is to arrange for the cost
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12 . J. Aspnes and K. Censor

of reading the entire right-hand side of the expander to be asymptotically no higher
than the n*/5t¢ cost of SamplingRead, ignoring log terms and terms depending on
0. At the same time we want to set K.« higher than the minimum accurate count
n*/5t¢/% for the sampling counter. We accomplish these goals by choosing « so that
(4/5+€/4)(1+a)=4/5+c¢.

N=n
Kmax — n4/5+5/4
15 16 4 20 16 4 20
a= 1674-656 which implies that 1+ a = ﬁ and 1+ 1/a = %
D = 0 ((log N) (log Kay) /8) /% = 0 ((log?n) /5)
164-20e
= O ((log?n) /5) ™
16420-(2/5)
<0 ((log2 n) /5) 15e
0 ((1ogn)% /558e)

M<D? Kite -0 (n(4/s+e/4>(<16+205>/(16+5e>> (log n)*2/9) (1 /5)16/@6))
-0 (n4/5+e (log n)*?/©9) (1 /5)16/@5))

The cost of an increment operation is D = O (((1/8) logn)?(/9)). The cost of a

readis M = O (n4/5+6 ((1/6)log n)o(l/e)). We now show that the expander-based
counter works as advertised:

LEMMA 7. Let R be the value returned by an execution of ExpanderRead that
starts after k calls to ExpanderIncrement have finished and ends after K calls to
ExpanderIncrement have started. Then R satisfies

(1 = 0) min(k,n*°*/*) < R < K.

PROOF. Recall that Kpmax = n*/°t¢/4. From the expansion property, we have
that a set Sy of at least (1 — §) min(k, Kmax)D bits in b are set at the start of
the ExpanderRead operation. It is also the case that a set S; of at most KD
bits are set when it completes, since each ExpanderIncrement operation sets at
most D bits. Because bits are never unset once their value is 1, the set S of
bits ¢ for which b[¢] = 1 which is included in the sum in ExpanderRead satisfies
So €S C 57 and thus (1 — §) min(k, Kinax)D < |So| <|S| <|S1| < KD. But then
(1 - 5) min(k7KmaX) < % |S‘ <K @O

2.3 The complete counter

The complete counter is obtained by combining the expander and sampling compo-
nents into one approximate counter as described in the introduction, in a technique
that ensures high probability for having a §-accurate read.

The following theorem combines the bounds of Theorem 5 and Lemma 7.
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Approximate Shared-Memory Counting Despite a Strong Adversary . 13

1 SamplingIncrement();
2 ExpanderIncrement();

Procedure ApproxIncrement.

S « ExpanderRead ();
if S < (1—0)n*/>t</4 then
return S;
else
return SamplingRead();
end

o Uk W N

Procedure ApproxRead

THEOREM 8. Let n be the mazximum number of calls to ApproxIncrement. Let
0 < e < 2/5 be a constant and e/ < 5 < 1/2, as in Theorem 5. Then
ApproxIncrement and ApproxRead together implement an approzimate counter

)0(1/6))

where the cost of ApproxIncrement is O (((1/5) logn , the cost of ApproxRead

is O (n4/5+5 ((1/6) log n)o(l/e)), and for each call to to ApproxRead, the probability
that it is -inaccurate is at most exp (—6°n/?/2) (1 + o(1)).

PROOF. The time bounds follow from summing the time bounds of the appro-
priate operations of the sampling and expander counters.

For the error bound, for each call to ApproxRead, there are two cases, depending
on whether its return value is supplied by ExpanderRead or SamplingRead.

The first case occurs if ExpanderRead returns a value S < (1 —§)n*/°+</4. Then
from Lemma 7 we have that (1 — §) min(k,n*/°+</4) < § < K (since k acts as
a lower bound on the number of calls to ExpanderIncrement that finish before
the call to ExpanderRead starts and K similarly acts as an upper bound in the
other direction). We immediately get R =S < K < (1+ §)K. On the other side,
expanding the min gives that either (1 — &)k < S or (1 — §)n?/5+</4 < S; but the
latter case contradicts the assumption on S, so the former case holds. It follows
that this call to ApproxRead is d-accurate with probability 1.

The second case occurs if ExpanderRead returns a value S > (1 — §)n?/5+e/4,
Now ApproxRead returns the value obtained by SamplingRead.  Because
ApproxIncrement calls SamplingIncrement before ExpanderIncrement, the num-
ber of started calls to ExpanderIncrement is a lower bound on the number
of finished calls to SamplingIncrement. So from the fact that the number of
started calls to ExpanderIncrement before the end of the call to ExpanderRead
is at least S > (1 — 0)n*/°+/4 we have that the number of completed calls
to SamplingIncrement before the start of the call to SamplingRead is at least
(1—6)n*/5+¢/4, Under the assumption that 2n~¢/* < § < 1/2, we have (1—§) > 1/2
and n¢/* > 2/6; it follows that (1 —8)n*/>+</* > n*/5/5, the condition under which
Theorem 5 applies. This gives the probability bound claimed in the theorem.

O
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3. APPLICATION: CONSENSUS WITH OPTIMAL INDIVIDUAL WORK

In this section we describe an application of our counting protocol: a protocol for
solving randomized consensus with optimal O(n) work per process. This improves
the best previously known bound of O(nlogn) of Aspnes et al. [Aspnes et al. 2008]
to match the Q(n) lower bound of Attiya and Censor [Attiya and Censor 2007].
While the Attiya-Censor results showed a tight bound of ©(n?) on the total number
of operations carried out by all processes, our is the first protocol that guarantees
that this work is in fact evenly distributed among all the processes.

As described previously, we use a standard reduction [Aspnes and Herlihy 1990]
of randomized consensus to the problem of implementing a weak shared coin.
The code for each process’s actions in the shared coin implementation is given as
Procedure SharedCoin, in which each process outputs either +1 or -1.

shared data: array c[0..(2logn)] of approximate counters with parameters
0 =1/2 and ¢ = 1/10, array votes[1..n] of single-writer
registers, multi-writer bit done
14« 0;
2 vy «— 0
3 varianceWritten < 0;
4 while v; < 1 and not done do
5 1—1+1;
w; = min (max(v;—1,1/n),1//n);
v =01 +w};
vote = LocalCoin() - wy;
votes|pid] < votes|pid] + vote;
if v; > 2varianceWritten/n2 then
ApproxIncrement (c[varianceWritten|);
varianceWritten < varianceWritten + 1;
if 571" (2 . ApproxRead(c[k])) > 3n° then
break;
end

D A W N HF O © N O

end

7 end

8 done « true;

o return sgn(}_  votes[p|);

Procedure SharedCoin

We now give a high-level description of the shared coin algorithm, which will be
followed by a formal proof. Each process generates votes whose sum is recorded
in an array of n single-writer registers, and whose variance is recorded in 2logn
approximate counters. A process terminates and outputs the majority of votes when
the total variance of the votes reaches a certain threshold, which is small enough to
guarantee the claimed step complexity, and at the same time large enough to have
a good probability for the votes to have a distinct majority.
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Approximate Shared-Memory Counting Despite a Strong Adversary . 15

In order to reduce the individual step complexity, the votes generated by a process
have increasing weights. This allows fast processes running alone to cast heavier
votes and reach the variance threshold after generating fewer votes.

The weight w; of the i-th vote is a function of the total variance v;_; of all
previous votes, as computed in Line 6; we discuss the choice of this formula in more
detail in Section 3.1.1. The voting operation consists of lines 6 through 9; each
time the process votes, it computes the weight w; of the next vote, updates the
total variance v;, generates a random vote with value +w; with equal probability,
and adds this vote to the pool votes|pid], where pid is the current process id.

Termination can occur in one of three ways:

(1) The process by itself produces enough variance to cross the threshold (first
clause of while loop test in Line 4).

(2) All processes collectively produce enough variance for the threshold test to
succeed in (Line 13).

(3) The process observes that some other process has written done (second clause
of while loop test in Line 4). This last case can only occur if some other process
previously observed sufficient total variance to finish.

We use 2logn counters, since our counters can be incremented at most once
by each process. Having approximate sublinear counters allows incrementing and
reading them not very frequently, namely, only when increasing amounts of variance
are generated by the process, which gives the linear complexity.

We show that the counters give a good approximation of the total variance, which
when large enough has constant probability for the votes having a distinct majority,
even in spite of small differences between the votes that different processes read,
which may be caused by the asynchrony of the system.

3.1 Analysis

The proof of correctness for the shared coin protocol proceeds in several steps. In
Section 3.1.1 we prove some properties of the weight function. These will allow us
to bound the expected individual work of each process, and later will also be used to
analyze the agreement parameter. In Section 3.1.2 we bound the individual work
(Lemma 11), and prove bounds on the probabilities of terminating with a total
variance of votes which is too low or too high. Finally, in Section 3.1.3 we analyze
the sums of votes in different phases of Procedure 7, which allows us to prove
in Theorem 18 that it implements a weak shared coin with a constant agreement
parameter.

3.1.1 Properties of the weight function. The weight of the i-th vote is given by
the formula w; = min (max(v;_1,1/n),1/y/n), where v;_; = Z;;ll w? is the total
variance contributed by all previous votes.

The cap of 1/y/n keeps any single vote from being too large, which will help
us show in Section 3.1.3 that the core votes are normally distributed in the limit.
The use of max(v;_1,1/n) bounds the weight of all unwritten votes in any state
by the total variance of all written votes, plus a small constant corresponding to
those processes that are still casting the minimum votes of weight 1/n. This gives
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a bound on the bias that the adversary can create by selectively stopping a process
after it generates its i-th vote in Line 8 but before it writes it in Line 9.

LEMMA 9. For any values i; > 0, we have Z?:l w;, <1+ Z;‘L:1 Vi1

PRrOOF. Sum w;, < max(v;,_1,1/n) < (vi].,l + 1/n) over all j. O

Despite wanting to keep w; small relative to v;, we still want to generate variance
quickly. The following lemma states that any single process can generate a total

variance v; > 1 after only ¢ = 4n votes. It follows immediately that the loop in
Procedure 7 is executed at most 4n times.

LEMMA 10. All of the following conditions hold:
(1) vy =1/n?
(2) Vi41 S 2’01' [Z Z 1]
(3) V4n 2 1.

PROOF. We observe that the following recurrence holds for v;:
v = Vi1 Fw = + (min(max(v;_1,1/n), 1/\/5))27
with a base case of vg = 0. We can immediately compute v; = 1/n?, giving (1).

It also follows that v; > v1 = 1/n2 for all # > 1. Let i« > 1 and consider the
possible values of v;_1. If v;_; < 1/n then w? = 1/n?, therefore v; = v;_; +
1/n? < 2v;_;. Otherwise, if 1/n < v;_1 < 1/y/n then w? = v} | < 1/n, therefore
vi < vi—1 + 1/n < 2v;_4. Finally, if v;_; > 1/y/n then w? = 1/n and we have
v; =vi—1 +1/n < 2v;_1. So (2) holds for all ¢ > 1.

To prove (3), we consider three phases of the increase in v;, depending on whether
w; =1/n, w; =v;_1 >1/n, or w; =1/y/n.

In the first phase, we have that for any i > 0, v; > v;_1+1/n?, and thus v; > i/n?.
In particular, for ¢ = n we have v; > 1/n.

For the second phase, suppose that v;_; < 1/y/n. We then have v; > v;_1 —&—vf_l.
If this holds, and there is some x > 1 such that v; > 1/x, then

r+1  (z+1)(z—1/2)

1
U¢+1zvi+’0325+1/(£2:

2 22(x—1/2)
2 +a/2-1/2  1+1/(2z) —1/(22?) o1
22(x—1/2) r—1/2 —x—1/2

By iterating this calculation, we obtain that v;y; > ﬁ, so long as v;44—1 <
1/4/n. Starting with v, > 1/n, we thus get v,4+ > 1/(n — t/2), which gives
v; > 1/y/n for some i < (n+ (2n — /n)) < 3n.

At this point, w; is capped by 1/y/n; the increment to v; is thus w? = 1/n, so
after a further (n — /n) < n votes, we have v; > 1. The total number of votes is
bounded by 4n, as claimed. [

3.1.2  Termination. We begin analyzing the situation of termination, i.e., when
no more votes are generated, by bounding the running time of the protocol.

LEMMA 11. Procedure SharedCoin ezecutes O(n) local coin-flips and O(n) reg-
ister operations, including those incurred by O(log2 n) ApproxRead operations on
approximate counters.
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PROOF. Lemma 10 implies that each process terminates after casting at most
4n votes. This gives an O(n) bound on the number of iterations of the main loop.
Each iteration requires one call to LocalCoin and two register operations (the
read of done in Line 4 and the write to votes[pid] in Line 9, assuming the previ-
ous value of votes[pid] is cached in an internal variable), plus whatever operations
are needed to execute the threshold test in Lines 11 through 13. These lines are
executed at most 1 + 2logn times (since varianceWritten rises by 1 for each exe-
cution), and their cost is dominated by the 1 + 2logn calls to ApproxRead at a

cost of O (n4/5+€ ((1/6)log n)o(l/e)) each, where ¢ = 1/10 and § = 1/2 are both
constants. The cost of the at most (1 + 2logn)? total calls to ApproxRead is thus
0 <n9/10 log®) n) =0(n). O

Consider the sequence of votes generated by all processes, ordered by the inter-
leaving of execution of the LocalCoin procedure. Write X; for the random variable
representing the value of the t-th such vote (or 0 if there are fewer than t total
votes); we thus have a sequence of votes X1, Xo, .. ..

We wish to bound any sum computed in Line 13 according to the total variance
of the votes that have been generated, where for a given number of votes ¢ their
total variance is Y0_, X?.

For a given t, consider the state of the counters when the ¢-th vote is generated.
For each process j, let k; be the maximum index of any counter in c¢ for which j
has completed an ApproxIncrement operation, and let E; be the maximum index
of any counter for which j has started an ApproxIncrement operation. If there is
no such index, set k% or £% to —1. Let i’ be the total number of votes generated by

process j among the first ¢ votes, i.e., i, X? = > v;r. We first bound k% and
¢4 in terms of Vit

13 t
LEMMA 12. For every t, we have 2% < vpn® +1/2 and 2871 > vn?.
J J

Proor. We begin with an upper bound on 2%, Observe that the test in Line 10
means that ApproxIncrement(c[k]) can have started only if v 2 2F /n?; it follows

that either 63» =—1or 2@’ < gt n?: in either case we have
26 < wvun? 4+ 1/2.
J

Getting a lower bound on 2k} is slightly harder, since we can’t rely solely on the
test in Line 10 succeeding but must also show that varianceWritten is large enough
that 2varianceWritten g iy fact close to v?. We do so by proving, by induction on
i, that at the end of each iteration of the main loop in Procedure SharedCoin,
v; < uarianceWritten /2 To avoid ambiguity (and excessive text), we will write W;
for the value of varianceWritten at the end of the i-th iteration.

The base case is i = 1, where inspection of the code reveals v; = 1/n? and
Wi = 1; in this case v; < 2W1/n? = 2/n%. For larger i, suppose that it holds
that v;_; < 2Wi-1/n%. Then v; < 2v;_; < 2Wi-1+1/n? (the first inequality follows
from (2) of Lemma 10). It is possible that v; is much smaller than this bound,
indeed, small enough that v; < Wi / n?; in this case W; = W;_; and the invariant
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continues to hold. If not, Line 12 is executed, and so we have W; = W,;_; + 1. But
then v; < 2Wi-1H1 /2 = 2Wi /n2 50 the invariant holds here as well.

In bounding th' the worst case (for k;t > 0) is when kjt Wzt,l, the value of
varianceWritten at the end of the prev1oub iteration of the loop. In this case we
have v < 21}2-;,1 < 9.9k i/n? = ok; +1/n2. For k; = —1, we have 22 <1, so
v < 1/n% = 27141 /p2 = 2K5+1 /n2 In either case we get

2

t
2kt > p,in?.
J

O

We now consider the interaction between ApproxIncrement and ApproxRead
operations in order to bound any sum computed in Line 13. The next lemma
shows a small upper bound on the probability that the sum is too large.

LEmMMA 13. If S is a sum computed in Line 13, where the first ApproxRead
operation is started after t total votes are generated, then

Pr lS < ;nzg){f — n/21 < (2logn+1) (exp (—n1/20/8) (1+ 0(1))) .

PRrROOF. For each k let r[k] be the value returned by the ApproxRead(c[k]) opera-
tion included in the sum, and let c[k] be the number of calls to ApproxIncrement(c[k])
that have finished before the summation starts. Applying Theorem 8 with e = 1/10
and § = 1/2 gives

Pr[rlH] < el < exp (~n1/2/8) (14 o(0),

This implies that with probability at least 1—(2log n+1)- (exp (—n1/2°/8) (1 + o(1)))

we have r[k] > 1c[k] for every k. In this case

2logn 1210gn 1 n k;‘- 1 n
S= 3 k> o S 2k = 7zz2m:72(2k§+171>
k=0 25 2 j=1m=0 2 j=1
Z%zn: Vit —n/2—anZX2_n/2
j=1

where the fourth inequality follows from Lemma 12. This completes the proof. [

Similarly, the next lemma shows a small upper bound on the probability that the
sum is too small.

LEMMA 14. If 8" is a sum computed in Line 13, where the last ApproxRead
operation is completed before t' total votes are generated, then

’

Pr | S’ > 3n? ZXE < (2logn +1)exp (—n1/20/8) (1+o0(1)).

i=1
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PRrROOF. For each k let 7/[k] be the value returned by the ApproxRead(c[k]) op-
eration included in the sum, and let ¢’[k] be the number that start before the
summation finishes. Applying Theorem 8 with ¢ = 1/10 and 6 = 1/2 gives

Pr |:T/[]<}] > gc'[k‘]} < exp (—nl/QO/S) (1+o0(1)).

This implies that with probability at least 1—(2log n+1)-(exp (—n!/20/8) (1 + o(1)))
we have r'[k] < 2¢/[k] for every k. In this case

2logn . 3 logn . 3 n e;, 3 n g’ .
5 = 2k /[k] < 2 ok [k] = 2 gm — 2 (2§-+ —1)

ke t
gZ( (Ui':’nQ“‘l/Q) —1) =3ivi;/n2:3n22Xf.
g=t Jj=1 i=1

where the fourth inequality follows from Lemma 12. This completes the proof. [

Using the two previous lemmas, we now prove upper and lower bounds on the
total variance of all the generated votes.

LEMMA 15. Let T be the total number of votes generated by all processes during
an execution of the shared coin protocol, and let V = ZZ;I X2 be the total variance
of these votes. Then we have

(1) Pr[V < 1] < n(2logn + 1)%exp (—n'/2°/8) (1 + o(1)),
(2) Pr[V > 134 2] <n(2logn+1)exp (—n'/2°/8) (1 + o(1)).

PROOF. Termination with V' < 1 cannot occur as the result of some process
failing the main loop test v; < 1, as if this test fails, that process alone gives
V > 1. So the only possibility is that the threshold test in Line 13 succeeds
for some process despite the low total variance. But since the total variance of
all votes is less than 1, for any particular sum of observed counter values S’ we
have from Lemma 14 that Pr[S’ > 3n?] < (2logn + 1)exp (—n'/20/8) (1 + o(1)),
from which it follows, by summing over the at most n(2logn + 1) executions of
Line 13 by all processes, that the probability of premature termination is at most
n(2logn + 1)%exp (—n1/20/8) (1 + o(1)).

For (2), suppose that after ; votes we have Y11, X? > 6 + 1/n. If there is no
such t1, then V < 13+ %; otherwise, let t; be the smallest value with this property.
Because t; is least, we have Zf;l X?<6+1/n+ X2 <6+2/n.

From Lemma 13 we have that, for any execution of Line 13 that starts after these
t1 votes, the return value S satisfies Pr [S < 1n?(6 + 1/n) — n/2] = Pr[S < 3n?] <
(2logn+1)exp (—n'/20/8) (1+0(1)). The probability that there exists any process
j for which the first execution of the threshold test (if any) starting after the t;-th
vote returns a value less than or equal to 3n? is at most n times this bound, or
n(2logn + 1) exp (—n/20/8) (1 + o(1)).

Assuming this improbably event does not hold, every process that executes the
threshold test after ¢; total votes will succeed, and as a result will cast no more
votes. So we must bound the amount of additional variance each process can add
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before it reaches this point. Recall that i%* is the number of votes cast by process
j among the first ¢; votes, and let zg be the total number of votes cast by process
j before termination. Then under the assumption that j’s next threshold test
succeeds, we have vy < 2vi§1 + 1/n, as j can at most double its variance and cast

one additional vote before seeing v; > 2varianceWritten - G now we have

T n n n
V= X7 =) v <) Qua+1/n)=142) vn
i=1 =1 j=1 j=1

t1
4
:1+2§:X§<1+2®+2ﬁ0:13+5.

i=1
Thus (2) holds. [

3.1.3 Core votes and extra votes. We will assume for convenience that the ad-
versary scheduler is deterministic, in particular that the choice of which process
generates vote X; is completely determined by the outcomes of votes X; through
X;_1; this assumption does not constrain the adversary’s behavior, because any
randomized adversary strategy can be expressed as a weighted average of deter-
ministic strategies. Under this assumption, we have that the weight |X;| of X;
is a constant conditioned on X ...X;_1, but because the adversary cannot pre-
dict the outcome of LocalCoin, the expectation of X; is zero even conditioning
on the previous votes. That E[X; = 0|Xy,...X;_1] is the defining property of a
class of stochastic processes known as martingales (see [Grimmet and Stirzaker
1992; Alon and Spencer 1992; Hall and Heyde 1980]); in particular the X} variables
form a martingale difference sequence while the variables S; = 25:1 X; form
a martingale proper.

Martingales are a useful class of processes because for many purposes they act
like sums of independent random variables: there is an analog of the Central Limit
Theorem that holds for martingales [Hall and Heyde 1980, Theorem 3.2], which we
use in the proof of Lemma 16; and as with independent variables, the variance of
St is equal to the sum of the variances of X; through X; [Hall and Heyde 1980,
p. 8], a fact we use in the proof of Lemma 17.

Martingales can also be neatly sliced by stopping times, where a stopping time
is a random variable 7 which is finite with probability 1 and for which the event
[r < t] can be determined by observing only the values of X; through X; (see
[Grimmet and Stirzaker 1992, Section 12.4]); the process {S} = Z§=1 X!} obtained
by replacing X; with X; = X; for ¢ < 7 and 0 otherwise, is also a martingale
[Grimmet and Stirzaker 1992, Theorem 12.4.5], as is the sequence S/ = S/, X,
[Grimmet and Stirzaker 1992, Theorem 12.4.11]. We will use a stopping time to
distinguish the core and extra votes.

Define 7 as the least value such that either (a) >-;_; X? > 1 or (b) the protocol
terminates after 7 votes. Observe that 7 is always finite, because if the protocol
does not otherwise terminate, any process eventually generates 1 unit of variance
on its own (as shown in Lemma 10). Because the weights of votes vary, 7 is in
general a random variable; but for a fixed adversary strategy, the condition 7 = ¢
can be detected by observing the values of X7 ...X;. Thus 7 is a stopping time
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relative to the X;. The quantity S, will be called the core vote of the protocol.
The remaining votes X, 41, X;42,... form the extra votes.

First, we show a constant probability of the core vote being at least a con-
stant. This will follow by an application of the martingale Central Limit Theo-
rem, particularly in the form of Theorem 3.2 from [Hall and Heyde 1980]. This
theorem considers a zero-mean martingale array, which is a sequence of tu-
ples {Smt, Fmt, 1 < t < kyp,m > 1} parameterized by m, where for each fixed
m the sequence of random variables {S,,:} is a zero-mean martingale with re-
spect to the corresponding sequence of o-algebras {F,,: }, with difference sequence
Xt = Smt — Sm,t—1. Specializing the theorem slightly, if it holds that:

(1) maxy | Xme| = 0,

(2) £, X0 51,

(3) E [max; X2,] is bounded in m, and
(4) Frnt € Frngrp for 1 <t < ky,,m>1,

then Sy 5 N(0,1), where N(0,1) has a normal distribution with zero mean

. . P . o d
and unit variance. Here — denotes convergence in probability and — denotes
convergence in distribution.

LEMMA 16. For any fized o and n sufficiently large, there is a constant proba-
bility p,, such that, for any adversary strategy, Pr[S; > a] > p,.

PROOF. We construct our martingale array by considering, for each number of
processes n, the set of all deterministic adversary strategies for scheduling Procedure
SharedCoin. The first rows of the array correspond to all strategies for n = 1 (in
any fixed order); subsequent rows hold all strategies for n = 2, n = 3, and so
forth. Because each set of strategies is finite (for an execution with n process, each
choice of the adversary chooses one of n processes to execute the next coin-flip in
response to some particular pattern of O(n?) preceding coin-flips, giving at most
nOn?) possible strategies), every adversary strategy eventually appears as some
row m in the array. We will write n,, as the value of n corresponding to this row
and observe that it grows without bound.

For each row in the array, we set k,, to include all possible votes, but truncate
the actual set of coin-flips at time 7. Formally, we define X,,; = X; for t < 7, but
set Xyt = 0 for larger t. This ensures that S,,k,, = Sr, the total core vote from
each execution, while maintaining the martingale property and the fixed-length
rows required by the theorem. We ensure the nesting condition (4) by using the
same random variable to set the sign of each vote at time ¢ in each row; in effect, we
imagine that we are carrying out an infinite collection of simultaneous executions
for different values of n and different adversary strategies using the same sequence
of random local coin-flips.

Let’s knock off the remaining requirements of the theorem in turn. For (1),
we have that max; | X, < 1/y/ny, which converges to 0 absolutely (and thus
in probability as well). For (2), by construction of 7 and Lemma 15, we have
that 1 < Y, X2, < 1+ X2, < 1+ 1/n,,, except for an event of probability

at most n,,(2logn,, + 1)%exp (—n%2/2> (1 + o(1)), which goes to 0 in the limit.
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Thus Y, X2, converges in probability to 1. For (3), we again use the fact that
X2, <1/ny, for all t.

It follows that S,,; converges in distribution to N(0,1). In particular, for any
fixed «, we have that lim,,,_,oc Pr[S,: > a] = Pr[N(0,1) > «], which is a constant.
By choosing p,, strictly less than this constant, we have that for sufficiently large
m (and thus for sufficiently large n = n,,), Pr[S; > a] = Pr[Spm: > o] > po. O

By symmetry, we also have Pr[S; < —a] > p,.

We now consider the effect of the extra votes. Our goal is to bound the probability
that the total extra vote is too large using Chebyshev’s inequality, obtaining a bound
on the variance of the extra votes from a bound on the sum of the squares of the
weights of all votes as shown in Lemma 15, (2). There is a complication in that
(with very small probability), this latter quantity may be too big; we deal with
this by truncating the process early (for now) and handling the rare case that the
protocol runs too long later.

LEMMA 17. Define 7' to be the mazimum index such that (a) X, # 0 and (b)

22;1 X2 < 13+4/n. Let prg be the probability from Lemma 16 that S, is at least 19.
Then for sufficiently large n and any adversary strategy, Pr[S; > 15] > (1/8)p19.

PrOOF. From Lemma 16, the probability that the sum of the core votes S is at
least 19 is at least p1g9. We wish to show that, conditioning on this event occurring,
adding the extra votes up to 7/ does not drive this total below 15.

Observe that 7/ is a stopping time. For the rest of the proof, all probabilistic
statements are conditioned on the values of Xy ... X. ,

Define Y; = X, ; for 7 +14 < 7" and 0 otherwise. Let U; = 23:1 Y;. Then {U;}
is a martingale and E[U;] = 0 for all i. Let imyax be such that Y; = 0 for ¢ > ipax
with probability 1 (imax exists by Lemma 11). Then

Tmax Tmax

= Var[vi] =} E[]

imax
DY
i=1

Tmax

NG

i=1

Var[U;, . ] = Var

=E <E[13+4/n] =13 +4/n.

So by Chebyshev’s inequality,
134/
< 2
when n > 4. But if |U;,,. | < 4, we have S;» = S; +U;,,,. > 19—4 = 15. As

the event |U;,..| < 4 occurs with conditional probability at least 1/8, the total
probability that S;» > 15 is at least (1/8)p19. O

Pr(|Ui,...| > 4]

max | —

=13/16 4 1/4n < 7/8,

max

3.1.4  Full result. We are now ready to prove the main theorem of having a
constant agreement parameter.

THEOREM 18. For sufficiently large n, Procedure SharedCoin implements a weak
shared coin with constant agreement parameter.

PROOF. Let T be the total number of votes generated.
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The total vote Z; computed by any process in Line 19 is equal to Sy minus at
most one vote for each process because of the termination bit. From Lemma 9,
these unwritten votes have total size bounded by 1 + ZiT:1 X?2. We show there is
at least a constant probability that both 1 4+ 2;7’1:1 X2 <14 +4/n and St > 15,
which implies that for sufficiently large n there is a constant probability for having
Z; > 0 for all ¢, and therefore all processes agree on the value +1.

From Lemma 15, the probability that ZiTzl X2 > 13+ 4/n is o(1). From
Lemma 17, the probability that S, < 15 is at most 1 — (1/8)p19. The probability
that neither of the above events hold is at least (1/8)p19—o(1), which is at least some
constant 0, and in this case we have Sp > S, > 15 and 1 + ZiT:1 X2 <14 +4/n.

This proves that there is a constant probability of all processes deciding +1; the
same results hold for —1 by symmetry. [J

4. DISCUSSION

We have constructed an approximate counter for a shared-memory system, that
works under a strong adversary which can decide upon its scheduling adaptively, by
observing the execution so far, including the results of local coin-flips. Incrementing
and reading the counter require sublinear work, and any read operation has a high
probability of returning a value which is at most a fraction of ¢ less than the number
of increments that have finished before the read started, and at most a fraction of
0 more than the number of increments that have started before the read finished.

We have shown an application of this approximate counter in a shared coin
protocol with O(n) individual work, and hence O(n?) total work. This implies a
randomized consensus protocol with the same complexities, which improve upon
the best previously known protocol of O(nlogn) individual work [Aspnes et al.
2008], and are tight due to the Q(n?) lower bound of [Attiya and Censor 2007].

While the approximate counter of Section 2 is highly specialized for our particular
application, the underlying techniques seem fairly general. We believe that further
improvements could give an approximate counter with much better complexity and
fewer restrictions on its use.

The analysis of our shared coin protocol is asymptotic. While the O(n) individual
work bound holds with a reasonably small constant for all values of n, the bound
on the agreement parameter is proved only for values of n that are quite large, and
the agreement parameter itself is very small. This is in contrast to the many shared
coin protocols based on unweighted voting [Aspnes and Herlihy 1990; Aspnes 1993;
Bracha and Rachman 1991; Saks et al. 1991] culminating in the O(n?) total work
protocol of [Attiya and Censor 2007], where both the protocols and their proofs
are relatively simple, work even for small n, and give highly respectable agreement
parameters. Though the theoretical question of the asymptotic individual work
complexity of randomized wait-free consensus is now settled, the resulting algorithm
is still likely to be quite expensive, and it is an intriguing open question whether a
practical algorithm with linear individual work can be obtained.
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