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1 Introduction

Consider the following load balancing scenario: a certain amount of work load is distributed among
a set of machines that may change over time as machines join and leave the system. Upon an arrival
of a new machine, one of the existing machines gives some of its load to the new machine; and upon
a departure of a machine, it gives all its load away to one of the existing machines in the system.
Such load balancing schemes can be modeled as a simple game of joining and splitting weighted
bins. Each bin corresponds to a machine in the system, and the weight of the bin represents the
amount of load assigned to the machine. The arrival of a new machine corresponds to a split of a
bin, and the departure of an existing machine is represented by joining two bins.

We consider what happens when the joins and splits are randomized. When the bins are split
with probability proportional to their weights, it is not hard to see that this gives the same behavior
as uniformly cutting a ring as in [3], which yields an O(logn) load factor for n bins. Where it is
infeasible to bias the random choice with the weights, it is natural to implement uniform splits,
where the split bin is sampled uniformly. This is a natural choice, for example, in a peer-to-peer
system where a uniform sampling mechanism is available (e.g., [1,4]). Despite its simple definition,
analyzing the performance of this natural load-distribution mechanism is a nontrivial task.

In this paper, we apply a novel technique based on vector norms to analyze the load balancing

performance of uniform random joins and splits. We show that if only splits (with no joins)
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are applied, the expected load factor, the ratio between the maximum weight and the average
weight of the bins, is between (2 (n0'5) and O (n0'742). We then study the performance of mixed
joins and splits, and show that the expected load factor is O (nl/ 3 log n) after alternatively
applying sufficiently many joins and splits to an arbitrary initial load assignment of n bins. These
results demonstrate that the good load factor obtained by [3] depends strongly on the ability to

preferentially split heavily-loaded bins.

2 Load balance in the split-only process

In this section, we analyze the performance of a split-only process.

If we let Ny denote the number of bins at time ¢, the procedure can be described as follows.
Initially, Ng = 1: there is only one bin, whose weight is 1, and in the absence of joins we will always
have Ny =t +1. Let XZ-(t) denote the weight of bin ¢ after ¢ splits, for each i € [N;] = {0... N; — 1},
The weights of the N; bins after ¢ splits are inductively defined as follows: Initially, t=0 and

0)

X(() = 1. For later times ¢, uniformly choose a bin r from [N;_1]. Let Xi(t) = Xi(tfl) for 0 <i < r;

let Xl.(t) = Xr(t_l) for r <i<r+1; and let Xi(t) = Xi(i_ll) for r+1 < i < Ny_1. In other words,

1
2

each split chooses a bin uniformly at random and splits it into two equally-weighted bins.

2.1 Lower bound

Due to the definition of the splitting process, every bin in the system has a weight of the form
1/2%, where i is some integer. There are one or more heaviest bins, whose weights are equal to the
maximum weight. The maximum load decreases by half once the last heaviest bin is split, and that
split directly creates two new heaviest bins (and may indirectly create more if the maximum load
drops to the weight already present in some bins). The maximum load will not decrease further
until both of these two bins have been split, and it will not decrease again until the last of the
second bin’s children have been split, and so on. Intuitively, by concentrating on the rightmost
path in this tree, we can obtain a lower bound on the size of the actual largest bin while keeping

track of at most two bins at a time. This is formalized in the following theorem.



Theorem 1 Let Xén),an), .. ,Xén) be the weights of the (n+ 1) bins after n splits. It holds that

E |maxo<i<y Xz'(n)] > o

Proof: Consider the following procedure. Initially, the only bin X[go) is marked as special.

When a special bin is split, if it is the only special bin, then the two new bins created by the split
are special, and if otherwise the two new bins are non-special. After any number of splits, there
is either one special bin, or two special bins with the same weight. Let W™ be the weight of any
special bin after n splits. Note that the special bin is not necessarily the heaviest bin, but its weight
is certainly a lower bound of the maximum load, i.e. max; X i(n) > W), We now proceed to obtain
a lower bound on E [W(”)}.

Let w(n) = E [W(”)]. For b € {1,2}, let wy(n) be the part of w(n) contributed by the cases
that there are b special bin(s). Formally, denoting by B™) the set of special bins after n splits,
it holds that |B™| € {1,2} and wy(n) = 3., v - Pr[W = v A |BM™| = b]. By total probability,
w(n) = wi(n) +wa(n). Let r denote the nth split bin, which is chosen uniformly from [n]. If there
is only one special bin, then either there was previously only one special bin and it was not split,

or there were previously two special bins and one of them was split, therefore

Wwr=Y =y A B =1 A7 ¢ B
wi(n) = Zv-Pr ( vAl | ré )
v V(W=D =y A |Be=D] =27 € B-D)

= Y (1 - 1) Pr [W(”‘l) —vA ‘B(”‘l)‘ - 1} +3 o %Pr [W(”‘l) — v A ‘B("‘l)‘ - 2}

n
v

1 2
= (1—— —1)+— —1).
( n) wi(n —1)+ —wz(n—1)
Similarly, for the case that there are two special bins,

(W=D =20 A |BO=D| =1 A7 € B7D)

wa(n) = v-Pr
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— %wl(n —1)+ (1 - i) wa(n —1).



Recall that w(n) = wi(n) + wa(n), thus we have the following recursion:

w(n) = wi(n) + wa(n) = (1 - 1) wi(n —1) +wy(n — 1) > (1 - 21) win —1).

2n n

Solving this recursive inequality with the obvious initial condition that w(0) = 1, we have that

w(n) > 3Ty (1 — %) > \/1271 Therefore E {maxiXi(n)] > w(n) > \/%fn |

2.2 Upper bound

Let X be the vector denoting the weights of the bins after some number of splits. Let |X|, be the
¢,-norm of X. The maximum weight can be therefore represented as | X |o. Note that | X |, < |X],
for any p > 1. This means that we can get an upper bound on the maximum weight by bounding

the ¢, norm for any such p. The following theorem is developed using this idea.

Theorem 2 Let X(()n),Xl(n), .. ,Xr(Ln) be the weights of the (n + 1) bins after n splits. For any
a > 1, it holds that E [maxogign XZ.(”)} =0 (n*(k?(l_“))/a),

In order to bound the norm of the load vector, we first bound another quantity. Let w(n) =

E Z?:O(Xi(n))a], where o > 1 is a parameter. The following lemma gives a recursion for w(n).
Lemma 3 It holds that w(n) = (1 -1 (1— 2(1_0‘))) cw(n —1).

Proof: Suppose that r is the bin to split, which is uniformly sampled from [n]. From the

inductive definition of X® from X1 it holds that

g (Xl("))a - Z (Xi(n—l)) ) (X(Z 1)) _ :L:i: (Xi(”—l)>a 4 (2(1—a) _ 1) (Xﬁ”‘”)a_

i#£r

By total probability,

o) = 338 |32 () i =S 5 () () ().

i=0 §=0 i=0 j=0



which by linearity of expectation, implies that

n—1 n—1
ot = |5 () [+ R ) B ()= (13 (-2t )

j=0 =0

We now proceed to prove Theorem 2
Proof of Theorem 2: Let w(n) =E [Z?ZO(X}”))O‘}, where o« > 1. According to Lemma 3,

it holds that w(n) = (1 -2 (1 - 20=9)) w(n — 1). Obviously w(0) = 1. Solving the recursion,

ww = T (1- 3 (1-209))

k=1

For a > 1, the function f(z) = z'/* is concave. According to Jensen’s inequality,
n 1/a
(n) (n)\*
E [Org%xnxi ] < E <Z <Xi ) )

i=0
(v

S e)])
_ 0 (n ).
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We minimize the above bound numerically using standard methods. By setting o = 2.4, the

expected maximum load is O(n~%258) and the corresponding expected load factor is O(n?%742).



3 Alternation of joins and splits

It is a bit surprising to see that joins can actually optimize the load factor. In this section we
study a natural case mixed joins and splits: alternately applying join and split operations to initial
population of n — 1 bins. We will see that this sequence yields an n°(!) expected load factor, which
is much better than the split-only case.

We assume that initially there are (n—1) bins {Xi(o)}ie[nq} with an arbitrary load distribution.
At each time ¢, where the bins are {Xi(t)}ie[n_l], a bin chosen uniformly at random is split to
produce weights {Y;(H'l)}ie[n]; and then a pair of bins chosen uniformly are joined to give new

weights {Xi(tﬂ)}ie[n,u. The transitions are formally defined as follows.

e From {X i(t)}ie[n_l] to {Yi(tﬂ)}ie[n]: Exactly the same as the split procedure defined in Section

(t+1) (t+1)

2, except that here we write Y; instead of the original notation X, .

e From {Y;(tﬂ)}ie[n] to {Xl.(tH)}ie[n_l]: Uniformly choose two bins {r,s} from ([g]), where

r < s. Let Xi(tH) = Y}(Hl) + YS(tH) if i = r; let X.(Hl) = Y(tH) if s <i<n-—2;and let

i i+1
Xi(t+1) _ Y(t+1)

g if otherwise.

We prove an upper bound on the maximum load after applying sufficiently many alternating
joins and splits. The theorem is proved with a norm-based technique which is similar to the one

used in the proof of Theorem 2.

Theorem 4 The expected load factor following a sequence of alternating joins and splits is O(exp(v2In21lnn)) =
1
(@) <n1/ 3108 n> in the limit. That is, for sufficiently large n, with any choice of (non-negative)

X©) with | XO|, =1, it holds that

}_O exp (m)

lim E [max XZ-(t)
n

t—o00 7

Proof: First, we need the following technical lemma.

Lemma 5 Let z € [0,1]" be a vector such that > ;' ,x; = 1. For any integers k,l such that



k> 1> 0, it holds that

k=1, 1 k-1 k=1 o o o k=1\ _ . ( k—l-1_ _k—i-1) ([ 1-1 _ _I-1
(:1:2- T, +alz ) - <:1:Z zj + TT; ) = X, (xj x; ) (wz T ) <0,

therefore <xf‘lafé- —i—xﬁx;?—l) < (g;f Yo+ mi ] ) It holds that,
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n
_ Z k—1

= x;
i=1

We then proceed to prove the theorem. We write X; = XZ.(t) and Y; = v if no ambiguity

(2

is introduced. Let k > 1 be an integer. Let wg) and ug) be the (¢;)%-norm of X® and Y®

respectively. Specifically,

n—2
ZXZ]"’] and u](f):
i=0

n—1

k
DY
=0

Note that X® is formed by joining two uniformly random bins in Y®). Conditioning on that the

two random bins are {r, s} € ([g}), it holds that

n—1 k—1
Zx’f V+Y)F+ Y vF=Y"vF+ G)Y/”YS’. (1)
1

ig¢{r,s} =0 I=



By total probability, w,(:) = Z{r e() ﬁ -E [Z?:_(? XE } Due to (1),
) 2 9

(t) 1
DI

{rsre(y)

n—1
E|) v
=0

n—1 k-1
> vk 4 <k> vy}
1=0 1 l

1=

+ z:k:_l1 (k Zyk lyl

( r=0 s#r

_ (t)+ k l(k) ( nz:lnzzlyk le _E _nzzlyk )
B (2) r=0 s=0 Lr=0 '

2k—1_1 kfl k
— (1_ _ )ugﬁ)Jr lfln(l)_E

2()

n—1 n—1
k—1 l

PRI IR

r=0 s=0

ok—1 _ 1 k—1 (k) n—1
(due to Lemma 5) < (11— —Fc— ug) + lzilnl -E Z y k-t
(3) 2(3) =
2k=1 1 2k —1
(1 ; ) !+ (2)
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Due to Lemma, 3, it holds for the split operation that
1 _
ul) = <1 -=(1- 2<1k>)) w, (3)
n

Combining (2) and (3), we obtain the recursion

(t) 281 — 1) ( 1 (1—k) ) (t-1)
w < (1-"—c—|(1-=(1-2 w
ok—1 _ 1 1 _
A ST N ST ) (t-1)
+ (n) (1 - (1 2 )) Wy
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- <1 2n> Wk n(n — 1)wk*1

Since we seek an upper bound, we can therefore assume that w(t) (1 2n) wl(f 1)—1— n(sk 0 wlgt:ll)
2 k
without loss of generality. We show by induction that when k = o(logn), w ( ) < 2(?n+il;k 4)1/2 (2”;;“
for all sufficiently large ¢. It is trivial to see this is true for k =1 as wgt) =1 for any t. Suppose the
2 gh
hypothesis is true for £k — 1. We can rewrite the recursion as w,(:) = (1 — ﬁ) w,(f_l) %
1)k 2 g
(2n+k27nl)l for sufficiently large t. Let wy be the fixed point that wy = (1 — ﬁ) wg + %



@ntk—1)k! g —wy| 1 (t) n e

= Then G (1 - %), thus w;” < wyg + 27" in finite steps of ¢. Therefore for
’Ll)k —Wg

K243k—4)/2  (2n+k)k

all sufficiently large t, w,(f) fwp+2"< 2((n—1)k*1 o

According to Jensen’s inequality [2], for k = o(logn),

t—00 T t—oo

n—1 1/k
ZXZ“D < (w)/* = 0 (2507 07D)).
=0

lim E [maxXi(t)] < lim (E
(2

By setting k = [\/2log, n], which is indeed within o(logn), we have that

lim E [maxXi(t)] =0 (exp (m> -n_l) =0 <n_1+1/ 3 logs ”) '
t—o0 )

4 Conclusion

We analyze the performance of a very natural randomized load balancing scheme: uniformly joining
and splitting weighted bins. We develop a norm-based technique for analyzing this simple proce-
dure. By applying the technique, we prove several bounds for the expected load factor. Specifically,
if we keep uniformly splitting the bins without joining them, the expected load factor is between
Q (n0'5) and O (n0'742), however, if we alternatively join and split bins, the expected load factor
converges to O <n1/ 3 logz n> These bounds justify the intuition that the power of being adaptive
to the current loads is essential for load balancing tasks, and they also show a somehow surprising

phenomenon that joins can actually help load balancing if such power is not available.
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